Estimation of continuous object distributions from limited Fourier magnitude measurements
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From finite complex spectral data one can construct a continuous object with a given support that is consistent with the data. Given Fourier magnitude data only, one can choose the phases arbitrarily in the above construction. The energy in the extrapolated spectrum is phase dependent and provides a cost function to be used in phase retrieval. The minimization process is performed iteratively, using an algorithm that can be viewed as a combination of Gerchberg–Papoulis and Fienup error reduction.

INTRODUCTION

The problem of recovering a signal or images from the Fourier-transform magnitude (power spectrum) has an important role in many applications and has been the subject of many reviews (e.g., Refs. 1–7). The focus of the discussion has been largely on questions of uniqueness when noise-free continuous data are available from either continuous or discrete objects of compact support. The analytic properties of the Fourier transform of such an object provide a convenient model for determining the existence of Fourier phase ambiguities by means of non-self-conjugate factor flipping. For one-dimensional objects, many complex factors and thus phase ambiguities can be expected to be present. For two- or higher-dimensional discrete objects, it is highly likely that no factors occur that generate nontrivial phase ambiguities.9 For continuous objects in more than one dimension, there exists a much richer variety of prime factors than in one dimension,8 but their probability of occurring is small, unless the object has some symmetry properties.10 If the Fourier transform of the object has only one factor, i.e., is irreducible, then there is a unique phase to be associated with the Fourier magnitude,5,11 and thus the object can be recovered. It follows from the work of Hayes and McLellan8 that reducibility of the Fourier function is an unstable property. For discrete objects the set of reducible Fourier transforms is of measure zero, but one could imagine a sparse set, in the sense of a collection of isolated points, a curve, or a set that is dense in the manner of the rationals in the reals. Sanz and Huang11 showed that the set, in fact, resembles a curve (a surface in four-space, for example) and a small perturbation is likely to result in an irreducible neighbor's being found. A similar but weaker result exists for continuous objects. One consequence of this, however, is that with noise on the Fourier magnitude data (or, more exactly, the Fourier intensity data) this function is highly likely to be irreducible, thus bringing into question the very existence of a solution at all, if the intensity does not factor into the Fourier transform of the object function $F$ multiplied by its complex conjugate $F^*$.

In practice, of course, not only will there be noise on the Fourier magnitude data but only a finite sequence of samples of this function will be measured. An immediate consequence of having finite data, even complex, noise-free Fourier values, is that an infinite ambiguity arises for the object function. Iterative and noniterative extrapolation methods exist that provide estimates of the object function that are both consistent with the data and limited to the object support12,13; random phase values could be assigned to the Fourier magnitudes and such an estimator computed.14 It is therefore necessary to adopt an estimation approach to the practical phase-retrieval problem and to seek a method that is in some sense optimal. The approach that we adopt is based on minimizing the energy required to obtain a data and support–consistent estimation of the object, using this energy as a cost function to guide us to an appropriate choice of phases.

MINIMUM-ENERGY EXTRAPOLATION AND PHASE RETRIEVAL

Let $f(t), |t| \leq \pi$ be a compactly supported object function with spectrum $F(x)$ given by

$$
F(x) = \int_{-\pi}^{\pi} f(t) \exp(ixt) \, dt / 2\pi.
$$

(1)

We limit ourselves to one-dimensional objects only to keep the notation simple; all of what we say applies equally to higher-dimensional cases, and we shall discuss particularly the two-dimensional case when we consider algorithm implementation. Because the support is $[-\pi, \pi]$ the unit sampled values of $F$ suffice to reconstruct $f(t)$:

$$
f(t) = \sum_{n=-N}^{N} F(n) \exp(-int), \quad |t| \leq \pi.
$$

(2)

Given the limited complex data $F(n), |n| \leq N$, the minimum energy estimate of the object $f(t)$ is the discrete Fourier transform (DFT) of the data,

$$
\text{DFT}(t) = \sum_{n=-N}^{N} F(n) \exp(-int), \quad |t| \leq \pi.
$$

(3)

This estimate may or may not be satisfactory, depending on the amount of detail in $f(t)$ to be recovered and the size of $N$. 0740-3232/87/010112-06$802.00 © 1987 Optical Society of America
If the actual support of \( f(t) \) is \( V = \left[ -\nu, \nu \right] \) for some \( \nu < \pi \), then the DFT may fail to recover \( f \) over \( V \) adequately. This follows because \( N \) is finite, and the DFT is a minimum-energy estimate for \( f \) over \( |t| \leq \pi \); hence it wastes algebraic freedom by describing the zero region outside \( V \).

For each fixed \( N \) there is always a positive lower bound to the amount of energy that the DFT must have outside \( V \). With \( S \) the \( (N + 1) \times (N + 1) \) matrix with values \( S_{m,n} = \sin[(m - n)\pi]/\pi(m - n) \), it is easily seen that, with \( F = [F(-N), \ldots, F(0), \ldots, F(N)]^T \) and \( F^T \) denoting transpose,

\[
\int_{-\nu}^{\nu} |DFT(t)|^2 dt = |F^T S F|.
\]

Therefore the proportion of energy outside \( V \) must be

\[
1 - |F^T S F|/F^T F \geq 1 - \lambda_{\text{max}} > 0,
\]

where \( \lambda_{\text{max}} \) is the largest eigenvalue of \( S \). As \( N \) increases, this value approaches 1, and so the lower bound goes to zero. For moderate \( N \), however, the DFT can be unsatisfactory. It is interesting to note that the lower bound is attained only when \( F \) is an eigenvector of \( S \) associated with \( \lambda_{\text{max}} \), which means that the DFT is maximally concentrated on \( V \) but with very little structure within \( V \). If the object \( f(t) \) is quite structured within \( V \), we would not expect the lower bound to be attained, so structure within \( V \) is linked to an increase in energy outside \( V \) for the DFT.

An alternative estimation procedure that provides a data-consistent function that can be made to vanish off \( V \) is the following estimator, referred to as the PDFT estimate,[15,16] since it has a somewhat similar form to the DFT estimate of Eq. (3), apart from the weighting factor or previous estimate \( p(t) \). When \( p(t) \) tends to unity over \( |t| \leq \pi \), then PDFT(t) tends to DFT(t):

\[
P(DFT(t)) = p(t) \sum_{n=-N}^{N} a_n \exp(-itn), \quad |t| \leq \pi,
\]

where \( p(t) \geq 0 \) is a previous profile function and the \( a_n \) are chosen to make PDFT(t) data consistent. Denoting by \( P(n) \) the values of the spectrum of \( p(t) \), letting \( P \) be the \((2N + 1)\times(2N + 1)\) matrix with entries \( P_{m,n} = P(m-n) \), and letting \( F = Pa \). If \( p(t) = 1 \), \( |t| \leq \nu \), then \( F = S \); this choice can be ill conditioned because it is always advisable to use \( S + \epsilon I \) instead, for small \( \epsilon > 0 \), where I is the identity matrix.

For the remainder of the paper we focus on the choice \( P = S \), so the \( p(t) \) incorporates just the information about the support of \( f(t) \). The resulting PDFT(t) has extrapolated infinitely many nonzero spectrum values, given by

\[
P(m) = \sum_{n=-N}^{N} a_n P(m-n), \quad |m| > N,
\]

and is a closed-form, moniterative implementation of the familiar band-limited extrapolation commonly achieved by using Gerchberg-Papoulis iterations.[18,19]

For a given data vector \( F \) the PDFT(t) has more energy than the DFT but has minimum energy subject to the data and support constraints. The energy of the PDFT(t) is given by

\[
\int_{-\nu}^{\nu} |PDFT(t)|^2 dt = F^T S^{-1} F = a^T S a.
\]
expression for \( H = H[MCE(t), p(t)] \), we have (ignoring constants)

\[
H = \int_0^1 \text{MCE}(t) \left[ \sum_{n=-N}^N b_n \exp(-int) \right] ^2 \, dt
\]

(12)

since \( p(t) \) is 1 on \( V \) and 0 off. Thus the MCE solution for a fixed vector \( G(\theta) \) has cross entropy nearly equal to \( E(\theta) \), at least for \( \theta \) near the true phases. This suggests that our approach can be viewed as a less computationally expensive way to implement the MCE approach to phase retrieval.\(^{20}\)

**ITERATIVE ALGORITHMS FOR MINIMUM-ENERGY PHASE RETRIEVAL**

For the purpose of presenting our iterative algorithm to minimize the extrapolation energy \( E(\theta) \) for phase retrieval, we introduce the following spaces and operators: \( L^2(-\pi, \pi) \) is the usual Hilbert space of all finite energy objects \( g \) supported on \([-\pi, \pi]\). All such objects have Fourier series representations, as in Eq. (2), and the sequence of Fourier coefficients will be denoted \( \mathcal{F}g \). Given a sequence of Fourier coefficients \( G = [G(n)] \), the function \( g \) is \( \mathcal{F}^{-1}G \). The operator \( V \) is the orthogonal linear projection of \( L^2(-\pi, \pi) \) on \( L^2(-\nu, \nu) \), which associates with each \( g \) in \( L^2(-\pi, \pi) \) the function \( Vg \) equal to \( g \) on \( V \) and zero outside \([-\nu, \nu]\). The set of indices \( A = [-N, \ldots, N] \) is our data window, and \( A \) is the operator that sets to zero the sequence values \( G(n) \) for \( n \) not in \( A \). The operator \( D \) replaces \([G(n)] \) with \([F(n)]\), our data values, for \( n \) in \( A \); note that \( DA = AD \).

The iterative algorithm starts with \( g_0 = V\mathcal{F}^{-1}G(\theta) \), \( \theta \) arbitrary; we identify \( G(\theta) \) and the infinite sequence having only the entries of \( G(\theta) \) as nonzero values. Then, for \( n \geq 1 \),

\[
g_{n+1} = V\mathcal{F}^{-1}(I-A)\mathcal{F}g_n + V\mathcal{F}^{-1}DA\mathcal{F}g_n.
\]

(13)

Writing

\[
P_1g = Vg, \quad P_2g = \mathcal{F}^{-1}(I-A)\mathcal{F}g + \mathcal{F}^{-1}DA\mathcal{F}g,
\]

we have

\[
g_{n+1} = P_1P_2g_n.
\]

(14)

Here \( P_1 \) is the orthogonal linear projection onto a linear subspace. The \( P_2 \) is also a projection (\( P_2^2 = P_2 \)), since \( DA = AD \), and \( P_2 \) is the closest data-consistent function to \( g \), for each \( g \), but the range of \( P_2 \) is not a linear variety (is not even convex), and so we cannot rely on the standard results on iterated projections\(^ {21,22} \) to give us convergence. However, we can show that the limit, if it exists, is in the range of \( P_2 \) but not that it is the closest function to \( f \) that is both data consistent and supported on \( V \); that is, we cannot be sure that the limit has the minimum energy subject to the constraints or that it minimizes \( E(\theta) \).

As Levi and Stark\(^ {23} \) have shown, however, all is not lost when one of the projections has nonconvex range. They define the set-distance error

\[
J(g) = ||P_1g - g|| + ||P_2g - g||, \quad || \text{ the } L^2(-\pi, \pi) \text{ norm}
\]

(15)
and prove that $J(g_{n+1}) \leq J(P_{\delta^\lambda} g_n)$, so, in our situation, $g_{n+1}$ is at least as close to being data consistent as $g_n$ is, and $P_{\delta^\lambda} g_{n+1}$ is at least as close to being supported on $V$ as $P_{\delta^\lambda} g_n$ is.

The iterative step [Eq. (13)] seems to require the use of the projection $I - A$, involving infinitely many Fourier coefficients; however, writing Eq. (13) as

$$g_{n+1} = g_n - VF^{-1}A\tilde{g}_n + VF^{-1}DA\tilde{g}_n$$

(16)

shows that only finite Fourier-transform values are needed.

Fig. 2. a, Original 17 × 17 (nonzero) object embedded in 256 × 256 zero array; b, DFT of 32 × 32 complex Fourier samples; c, PDFT calculated from Eqs. (6) and (7); d, an approximation to c after only 100 iterations and that converges to the latter; e, the reconstruction from Fourier magnitude alone after 100 iterations.
In practice, the implementation of the operation \( \mathcal{F}^{-1} \) would be done discretely, and we would have to decide how many sampled values to use. If we choose only \( 2N + 1 \), so that \( \mathcal{F} \) and \( \mathcal{F}^{-1} \) are simply viewed as \( 2N + 1 \) point fast-Fourier-transform (FFT) operations, then Eq. (18) becomes
\[
{g}_{n+1} = {V}^{-1} \mathcal{F}^{-1} \mathcal{D} \mathcal{F} {g}_{n},
\]
which is Fienup's error-reduction iterative method.\(^{24}\)

We can avoid the use of a discrete implementation of \( \mathcal{F}^{-1} \), however, by noticing that each \( {g}_{n} \) has the form \( {g}_{n} = V \mathcal{F}^{-1} {a}_{n} \), where \( {a}_{n} \) is a sequence that is nonzero only within \( A \). Identifying the infinite sequence \( {a}_{n} \), and the \( 2N + 1 \) by 1 vector of its nonzero entries, we can write an iterative procedure for the \( {a}_{n} \):
\[
{a}_{n+1} = {a}_{n} - S {a}_{n} + D S \left[ {a}_{n} \right],
\]
and \( {a}_{0} = G(\theta) \). The reconstruction procedure is now to iterate Eq. (18) until convergence to a and then to use \( g = V \mathcal{F}^{-1} {a}_{n} \) as the answer; here the implementation of \( \mathcal{F}^{-1} \) is purely a graphical decision and does not affect the computed solution.

In the two-dimensional case the data are taken over a grid of points and then vectorized. If the grid is \( (2N + 1)^2 \), then the vector of data is \( (2N + 1)^2 \) by 1. The \( P \) matrices involved are then \( (2N + 1)^2 \) by \( (2N + 1)^2 \). In the case of separable prior profiles, however, a considerable reduction in computation can be achieved. In particular, with \( P \) representing a square support region in the plane, we can bypass the vectorizing step entirely and keep the data \( F \) and the coefficients in Eq. (6) in the form of \( (2N + 1) \) by \( (2N + 1) \) matrices, which we denote by \( F \) and \( C \), respectively. The operation denoted earlier by \( P A \) reduces to \( S C S \), where \( S \) is the same sinc matrix used in the one-dimensional problem. The inversion required to get the PDFT becomes \( C = S^{-1} F S^{-1} \).

When the iterative method [Eq. (13)] is applied to the two-dimensional problem of phase retrieval in the form given by Eq. (18), the matrix multiplications required can be performed using the same \( S \) matrix as in the one-dimensional case; the iteration becomes
\[
C_{n+1} = C_{n} - SC_{n}S + DSC_{n}S,
\]
where \( C_{0} = G(\theta) \), a matrix. This permits a reduction in computation from \( (2N + 1)^4 \) to \( (2N + 1)^2 \) for any separable prior profile function \( p(\theta) \).

Returning to the Fienup error-reduction method briefly, the iterative procedure [Eq. (17)] is guaranteed a nondecreasing set-distance error [Eq. (15)] but may stagnate. The limit of the \( g_{\infty} \), which exists, cannot be data consistent, since it is the restriction to \( V \) of a polynomial that is itself data consistent. Consequently, if the iterative procedure is carried out by using a FFT algorithm, convergence is sought on the basis of consistency with Fourier magnitude data and the inverse transform of \( D \mathcal{F} {g}_{n} \), being zero at the discrete points outside \( V \). It is our conjecture that the DFT of \( D \mathcal{F} {g}_{n} \) may attain these goals even when \( g_{n} \) represents \( f \) poorly and there is considerable energy in the DFT outside \( V \). This could provide a mechanism for stagnation that could be avoided through the use of the iterative scheme proposed here; our estimate is identically zero off \( V \).

**NUMERICAL EXPERIMENTS**

Figure 2a shows a two-dimensional object having dimensions \( 17 \times 17 \) and embedded in a \( 256 \times 256 \) array of zeros, corresponding to a Fourier oversampling factor of 15. Figure 2b shows the DFT of \( 32 \times 32 \) complex Fourier samples and is clearly a low-pass-filtered version of the original object, as expected. In the DFT estimate, considerable energy lies outside the true object support, but this is not visible in the figure. Thus, even with correct Fourier phase values, this is the best reconstruction that one could hope for by taking the Fourier transform of such a limited data set. Using the Fourier data and a previous profile function describing the known object support, the resulting PDFT was calculated from Eqs. (6) and (7) and is shown in Fig. 2c. A small degree of regularization was introduced by multiplying the diagonal elements of \( P \) in Eq. (7) by 1.00005. Figure 2d, to be compared with Fig. 2c, shows the reconstructed object after 100 iterations of the procedure given by Eq. 18 but with the \( D \) operator absent and the original complex data reintroduced. This estimator will converge to that shown in Fig. 2c as the number of iterations increases. After the same number of iterations as used for Fig. 2d, but including the \( D \) operator, Fig. 2e was obtained. For the examples studied, it was found that stagnation could sometimes occur when a random or symmetric initial phase guess was used. The stagnation seemed to be toward a twin-image configuration. However, it appears that this can be avoided through the use of an initial phase guess corresponding to an asymmetric object with the same support; in the example shown, the phase function was obtained from an object having the same support but containing a linear ramp.

**CONCLUSIONS**

The problem of reconstructing a function from its Fourier magnitude was considered. The particular problem of recovering a continuous object estimate from limited Fourier magnitude samples was addressed from the point of view of determining an optimal solution consistent both with the data and with the support constraint. Because the data are finite, there are ambiguities in continuous solutions satisfying these constraints, and we believe that these outweigh any ambiguities that may exist owing to zero-factor flipping when continuous data are available. We note that Frost et al.\(^{20}\) also studied an iterative algorithm that combined phase recovery with spectral extrapolation.

A method was presented for a minimum energy object estimate to be determined, and it was demonstrated that the norm of this estimate is sensitive to the choice of the Fourier phase. A search in phase space to minimize this norm is ideally the procedure to be adopted, and future work will concentrate on this. In the special case of a prior weighting function defining only support information, an iterative procedure can be used to minimize the norm of the estimate. If a separable prior function is used, then a simple and fast algorithm can be implemented, and the results presented here were based on this.

The relationship of this approach to Fienup's error-reduction algorithm was demonstrated. An important application of the new method is to limited Fourier magnitude data.
sets, for which the DFT, even with the correct Fourier phases, provides a poor estimate.

In particular, when such an estimate has considerable energy outside the anticipated object support region, a possible cause of stagnation of an iterative algorithm is that the estimate be forced to zero on a grid of points outside the object support. This could be achieved at the price of energy still residing between the grid points; hence the rationale behind the method presented here, which ensures an estimate that is identically zero beyond the object support.

In the examples processed by this algorithm, the main cause of stagnation seems to be convergence toward a twin image. The phase chosen to start the iterative procedure is clearly an important factor in causing this mode of stagnation, and rather than a random or a symmetric initial phase, a phase obtained from a simple ramp object proved appropriate. For the examples presented here it follows that the relative importance of the support constraint increases with the oversampling factor.
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