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Abstract—The cross-entropy (or Kullback–Leibler) distance between two nonnegative vectors $a$ and $b$ is $KL(a,b) = \sum a_n \log(a_n/b_n) + b_n - a_n$. Several well-known iterative algorithms for reconstructing tomographic images lead to solutions that minimize certain combinations of KL distances, and can be derived from alternating minimization of related KL distances between convex sets; these include the expectation maximization (EM) algorithm for likelihood maximization (ML), and the Bayesian maximum a posteriori (MAP) method with gamma-distributed priors, as well as the multiplicative algebraic reconstruction technique (MART). Each of these algorithms can be viewed as providing approximate nonnegative solutions to a (possibly inconsistent) linear system of equations, $y = Px$.

In almost all cases, the ML problem has a unique solution (and so the EM iteration has a limit that is independent of the starting point) unless the system of equations $y = Px$ has no nonnegative solution, regardless of the dimensions of $y$ and $x$.

We introduce the “simultaneous” MART (SMART) algorithm and prove convergence: for $0 < \alpha < 1$, SMART converges to the $x \geq 0$ for which $\alpha KL(Px, y) + (1-\alpha)KL(x, P^t y)$ is minimized, where $y$ denotes a prior estimate of the desired $x$; for $\alpha = 1$, the SMART algorithm converges in the consistent case (as does MART) to the unique solution of $y = Px$ minimizing $KL(x, x^o)$, where $x^o$ is the starting point for the iteration, and in the inconsistent case, to the unique nonnegative minimizer of $KL(Px, y)$.

I. INTRODUCTION AND BACKGROUND

In [1], Rockmore and Macovski suggest that improvements in imaging from emission tomography (ET) data can be achieved by making greater use of the underlying Poisson model for the emissions in the design of the reconstruction algorithm; specifically, they suggest that the desired vector of intensities (mean values of the Poisson random variables) be obtained through maximum likelihood (ML) parameter estimation. In subsequent papers [2]–[6], a number of authors have considered the use of the “expectation maximization” (EM) algorithm to iteratively calculate the ML solution. More recently, Bayesian maximum a posteriori (MAP) reconstruction has been offered as a way to increase the smoothness of the reconstructions and to permit the inclusion of prior information in the reconstruction process [7]–[15].

The cross-entropy (or Kullback–Leibler) distance between two nonnegative vectors $a$ and $b$ is $KL(a,b) = \sum a_n \log(a_n/b_n) + b_n - a_n$. With the support $b$ defined to be the set of indexes $n$ for which $b_n > 0$, we have $KL(a,b) = +\infty$ unless support($a$) is contained in support($b$). As noted by Titterington [17], maximizing the likelihood function derived from the Poisson model is equivalent to minimizing $KL(y, Px)$, the Kullback–Leibler distance between the $I \times 1$ vector $y$ of counts at each detector ($I$ is the number of detectors) and the expected number $Px$, where $x$ is the nonnegative $J \times 1$ vector whose $j$th entry $x_j$ denotes the mean value of the Poisson emissions at pixel $j$, and the $I \times J$ matrix $P$ has entries $P_{i,j} = \text{probability that a particle emitted at pixel } j \text{ will be detected at detector } i$. Minimizing the distance $KL(y, Px)$ over $x$ in the nonnegative orthonormal can be achieved through an iterative scheme involving alternating projections onto certain convex sets [18]; this is a useful framework within which to understand and extend the EM/ML algorithm.

In the ET case, the count data $y$ are contaminated by Poisson noise, which is the difference between the actual counts $y$ and the expected counts $Px$. As the dosage increases, and with it the particle counts, the signal-to-noise ratio (SNR) improves, but for realistic dosages and count levels, noise is significant. To avoid overfitting to noisy data, as well as to increase the smoothness of the reconstructed image, several authors have turned to Bayesian maximum a posteriori (MAP) methods. These can be viewed as regularization procedures, and generally lead to the minimization of functionals of the form $F(x) = \alpha KL(y, Px) + (1-\alpha)D(x)$, where $D(x)$ is some “penalty” function that forces upon $x$ a degree of smoothness or nearness to a prior estimate, and $0 < \alpha < 1$. If the $D(x)$ is carefully chosen, the alternating projections approach can be extended to this case. In particular, if we use $D(x) = KL(y, P^t x)$, where $y$ is a nonnegative prior estimate of the vector $x$, then the iterative method of Lange, et al. [9] can be obtained through alternating minimization.

In the ET applications, $J$ is the number of pixels typically is roughly equal to $I$ is the number of detectors—although $J$ is sometimes increased to make the resolution appear better—and noise is spread, more or less, over all of the data values in $y$; we seek a nonnegative solution of an essentially overdetermined and noisy linear system of equations. In other applications, such as those involving power spectrum estimation from short time series or array processing, the situation is different. Here, resolution can be the main problem; that is, $J$ is typically greater than $I$, and the data are limited in amount, not in quality. For example, in acoustic array processing,
spatial resolution is limited by the aperture or the greatest separation between sensors (in units of wavelength), as well as by the higher statistical variability of those estimated cross-sensor correlations corresponding to greater spatial separation, for which relatively few representatives are available. In such cases, the problem is to find a suitable nonnegative solution of an underdetermined (and mildly noisy) linear system. One approach that has been considered for such problems is the maximization of entropy or related functionals, subject to (hard or soft) data consistency constraints [19]–[31], [38], [39].

Having chosen a prior estimate $p$ of $p$, we can minimize the functionals $KL(p, x)$ or $KL(x, p)$, subject to nonnegativity and data consistency ($Px = y$). If $p$ is a constant vector, the first approach is equivalent to the maximization of Burg entropy, while the second is equivalent to the maximization of Shannon entropy. If one wishes to relax the data consistency constraints, one can instead minimize a functional of the form $(1 - \alpha)KL(p, x) + \alpha KL(x, p)$, where the relaxation term $D(Px, y)$ denotes some measure of distance from $Px$ to $y$, thereby forcing some approximate data consistency on the solution. If the relaxation term is carefully chosen, these functionals can also be minimized via alternating projections. If, in the first case above, we select $D(Px, y) = KL(y, Px)$, we have the same functional considered earlier. If we select $D(Px, y) = KL(Px, y)$ in the second case, we obtain a "simultaneously updated" version of the MART algorithm considered by Gordon et al., Censor, Lent, Herman, and others [32]–[35], [39], which we call SMART.

The multiplicative algebraic reconstruction technique (MART) introduced into image processing by Gordon et al. [32] and discussed by Herman, Lent, and Censor, among others [33]–[35], [39], is another method that can best be understood and extended within the alternating projections framework. Lent has shown that MART converges to the solution maximizing Shannon entropy $SE(x) = -\sum x_j \log x_j$ in the consistent case, that is, whenever the system of equations $y = Px$ has a nonnegative solution. In [39], Herman notes that in the inconsistent case, MART may not maximize entropy. In [33], Censor remarks that the behavior of MART in the inconsistent case is not known. We show later that MART can be derived as an alternating projections algorithm. In the consistent case, the MART iterative scheme converges to the unique nonnegative solution of $y = Px$ minimizing $KL(x, x^0)$, where $x^0$ denotes the starting point for the iteration; if the $x^0$ is chosen to be a constant vector, then the iterates converge to the maximum Shannon entropy solution, as Lent has shown. In the inconsistent case, the behavior of MART is more complicated than that of SMART; some partial results are given at the end of Section VII, with details to be presented in [41]. MART has been generalized to block-iterative methods [43]–[46], and unrelaxed SMART is nearly a special case as well; convergence proofs for the inconsistent case have not been obtained.

In [6], it is claimed that there are multiple solutions minimizing $KL(y, Px)$ whenever $J > I$; this is not true. In as yet unpublished work [42], Shepp and Vandebei conclude, on the basis of simulation studies and despite the claim in [6], that in the inconsistent case, the ML solution should be expected to be "essentially unique, in low count cases." As we shall show, essentially the only time multiple solutions are possible is in the consistent case, in which there is a nonnegative solution of the equations $y = Px$; in the inconsistent case, the EM iterative method converges to the unique ML solution, regardless of the starting point, and this ML solution has at most $I - 1$ nonzero entries. For the case of low SNR and $J > I$, the ML solution has the choice of fitting the noisy data exactly (consistent case) or having no more than $I - 1$ nonzero entries. From this, we can see why the ML solution tends to be nonsmooth.

The problem of minimizing a function $f(x)$, subject to the nonnegativity constraints $x \geq 0$, will play a central role in what follows. The Kuhn–Tucker conditions are necessary for $x \geq 0$ to be a global minimizer of $f(x)$:

$$\frac{\partial f(x)}{\partial x_j} = 0, \quad \text{if } x_j > 0 \quad (1)$$

$$\frac{\partial f(x)}{\partial x_j} \geq 0, \quad \text{if } x_j = 0. \quad (2)$$

Here, $\frac{\partial f(x)}{\partial x_j}$ denotes the first partial derivative of $f$ with respect to the $j$th entry of $x$, evaluated at the vector $x$. The functions $f$ we shall be considering are convex; for such functions, (1) and (2) are also sufficient for $x$ to be a global minimizer.

II. THE ALGEBRAIC RECONSTRUCTION PROBLEM

We begin by deriving the algebraic problem from the likelihood maximization based on the Poisson model of emitters. In emission tomography, one imagines $J$ spatial locations (pixels or voxels) such that the emission counts per unit of time at the various locations are independent and at the $j$th location constitute a Poisson random variable with mean value $x_j$. The counts obtained at detector $i$, denoted $y_i$, are also independent across detectors and Poisson, with mean values $E(y_i) = P_{x_i}$, where $P_{x_i} = \sum P_{i,j}x_j$. $P_{i,j}$ is the probability that a particle emitted at location $j$ will be detected at sensor $i$, and the sum is over the repeated index, a convention we adopt throughout the paper. We shall assume, for convenience, that for each $j$, $\sum P_{i,j} = 1$, where the sum is over $i$; in ET, not all emitted particles are detected, so some rescaling of the original probabilities and redefinition of what is meant by $x$ is required to achieve this simplification. Given the data vector $y$, the log-likelihood function to be maximized with respect to $x$ is

$$LL(x) = \sum \left[ -P_{x_i} + y_i \log P_{x_i} - \log(y_i!)] \right. \quad (3)$$

The Kuhn–Tucker necessary and sufficient conditions for a maximum of $LL(x)$ are then

$$1 = \sum P_{i,j}y_i / P_{x_i}, \quad \text{if } x_j > 0 \quad (4)$$

$$1 \geq \sum P_{i,j}y_i / P_{x_i}, \quad \text{if } x_j = 0. \quad (5)$$

Consequently, if $x$ is an ML solution, then we have, for all $j$,

$$x_j = x_j \sum P_{i,j}y_i / P_{x_i}; \quad (6)$$

it follows that $\sum x_j = \sum y_i = y$. It is easy to see that $x$ is an ML solution if and only if $x$ also minimizes $KL(y, Px)$.
over nonnegative $x$; the ML approach seeks to minimize the distance between $y$ and $Px$, constrained only by the nonnegativity of the $x$.

We shall assume throughout that the matrix $P$ has been constructed so that $P$, as well as any submatrix $Q$ obtained from $P$ by deleting columns, has full rank. In particular, if $Q$ is $I \times K$ and $K \geq I$, then $Q$ has rank $I$. The columns of $P$ are vectors in the nonnegative orthant of $I$-dimensional space. When attenuation, detector response, and scattering are omitted from the design of the projection matrix $P$, it sometimes happens that $P$ or some submatrices $Q$ can fail to be full rank. However, the slightest perturbation of the entries of such a $P$ will almost surely produce a new $P$ having the desired full-rank properties. What happens in the rank-deficient cases is isolated pathology; some condition on rank is clearly needed for Proposition I below to hold, as the following example illustrates. Let $I = J = 2$, let $P$ have rows $(1 - \varepsilon, 1 - \varepsilon), (\varepsilon, \varepsilon)$ for some $\varepsilon$ with $1/2 > \varepsilon > 0$, and let $y = (1, 1)^T$. The ML solutions are not unique: any $0 \leq x = (x_1, x_2)^T$ such that $x_1 + x_2 = 2$ will maximize likelihood; then $Px = (2(1 - \varepsilon), 2\varepsilon)^T$ is the projection vector. The rank of the matrix $P$ is one, not two, so $P$ is rank-deficient and Proposition I fails.

Let $C = \{ \text{all } Px | x \geq 0 \}$ be the convex cone built from the columns of $P$, $H$ the convex hull of the columns of $P$, and $A = \{ x = (z_i) | \sum z_i = 1 \}$. It is well known [40, p. 20] that each member of $H$ can be written as a convex combination of $I + 1$ or fewer columns of $P$; since the column sums in $P$ are all one, it follows that $H$ is contained in the $I$-1-dimensional affine subspace $A$, so that any member of $H$ can be written as a convex combination of $I$ or fewer columns of $P$. Our assumption says that no column of $P$ is a linear combination of $I$-1 or fewer other columns of $P$, so therefore no column of $P$ lies in the set of measure zero of convex combinations of $I$-1 or fewer other columns of $P$.

Given the data vector $y$, also in the nonnegative orthant of $I$-dimensional space, it may or may not be in $C$. As we increase the number of pixels $J$ and add columns to the matrix $P$, the cone $C$ expands and it becomes easier for $y$ to be in $C$.

Note that the vector $P_x^{\text{ML}}$ minimizing $\text{KL}(y, Px)$ over nonnegative $x$ is always unique, even if the $x^{\text{ML}}$ is not. This follows from the strict convexity of $\text{KL}(y, w)$ as a function of $w$: if $\text{KL}(y, P_x) = \text{KL}(y, P_z)$ for some $P_x \neq P_z$, then for any $t$ in $(0, 1)$, we have $\text{KL}(y, tP_x + (1 - t)P_z) = \text{KL}(y, P(tx + (1 - t)z)) < \text{KL}(y, P_x)$.

**Proposition I**: Let $J \geq I$, and let $M = \{ \text{all } x \geq 0 \text{ for which } \text{KL}(y, Px) \text{ attains its minimum value} \}$. Then either

1) the minimum of $\text{KL}(y, Px)$ is zero and $y = Px$ has nonnegative solutions, or

2) there is a subset of $S$ of $\{1, 2, \cdots, J\}$ having $I$-1 or fewer members such that if $x$ is in $M$, then $x_j > 0$ only if $j$ is in $S$.

In the former case, there may be multiple solutions; $M$ may contain more than one vector. In the latter case, $M = \{ x^{\text{ML}} \}$, the unique ML solution.

**Proof**: Let $Q$ be the $I \times K$ matrix $(K \leq J)$ obtained from $P$ by deleting the $j$th column of $P$ whenever $x_j = 0$ for all $x$ in $M$. We know that $P_x$ is the same for all $x$ in $M$; let $u$ be the vector $u = (u_i)$, with $u_i = y_i/P_{x_i}$. The first Kuhn-Tucker condition (4) then says that $Q^Tu = 1 = (1, \cdots, 1)^T$, with the superscript $T$ denoting matrix transpose. Our assumption that $\sum P_{ij} = 1$ for all $j$ tells us that $Q^Te = 1$. If $K \geq I$, then, since $Q$ has rank $I$, the transformation $Q^T$ is one-to-one, from which it follows that $u = 1$, and so $y = Px$. Therefore, if there is no nonnegative solution of $y = Px$, then $K \leq I - 1$, and there is $S$ as above. The vector $P_x$ uniquely determines $x$ when the additional constraint is imposed that $x_j = 0$ unless $j$ is in $S$.

It is known that the EM iteration always converges to an ML solution. From Proposition I, we know that in almost all cases, the limit is independent of the starting vector unless we are in the consistent case. When $y = Px$ has nonnegative solutions, the EM iteration converges to a solution; properties of that solution, in particular, how it depends on the starting vector, will be considered later.

It has been noted by researchers in the field that the ML solution tends to be rough. It has been suggested that this is because the ML approach is a parameter estimation method, designed to estimate a few parameters from a larger data set; it breaks down when the number of parameters is as large as, or larger than, the data set. From Proposition I, we see that adding more pixels to approximate a continuous object will not produce smoother ML reconstructions; when $J \geq I$ and the SNR is low, the ML solution must either be consistent with the noisy data $y$ or have $J - I + 1$ zero entries. In the inconsistent case, the ML solution will select a subset of $I$-1 or fewer parameters to which it assigns nonzero values.

We have seen that by adopting the ML formalism, we are led to a purely algebraic problem: reconstruct $x \geq 0$ from noisy values of $Px$. The Poisson statistical model for the emission tomography case leads to the minimization of $\text{KL}(y, Px)$, but other measures of the distance from $y$ to $Px$ are certainly permissible. There are many other reconstruction situations that lead to similar algebraic problems: imaging from Fourier transform data in optics or array processing, for example, or reconstructing probability densities from moment estimates. The problem we consider here is somewhat special in that we require that $P$ be a matrix with nonnegative entries, but in many situations, the data can be transformed to achieve this. In the case of Fourier cosine or sine transform (FT) data, for example, if one of the data values is the so-called “dc” term $(y_0 = \sum_j x_j)$, then we average $y_0$ and each of the other real FT values to produce a new data set, with the corresponding matrix nonnegative.

### III. Regularizing the ML Solution

Because the ML solution tends to be rough, it is common to regularize to achieve a higher degree of smoothness. Instead of minimizing $\text{KL}(y, Px)$, we can minimize $F(x) = \alpha \text{KL}(y, Px) + (1 - \alpha)D(x)$, where $0 < \alpha < 1$ and $D(x)$ is some nonnegative penalty term. Because our goal is to extend the EM/ML iterative scheme using alternating minimization, we consider a particularly convenient choice of the regularizing term: $D(x) = \text{KL}(p, x)$, where $p \geq 0$ is a prior estimate of $x$, with $\sum y_j = \sum y_i$. Other choices for $D(x)$...
have been considered in the literature [7]–[15]; this particular choice leads to an iterative algorithm previously obtained by Lange et al. [9] as a Bayesian MAP method.

We therefore regularize the ML solution by seeking a minimum of the functional

$$F(x) = \alpha KL(y, P_x) + (1 - \alpha)KL(p, x).$$

If $p$ is a constant vector, then the second term can be replaced by the negative of Burg entropy, $BE(x) = \sum x_i \log x_i$.

In contrast to the ET case, in many applications, the problem is essentially underdetermined and noise is not the major consideration. In such cases, multiple solutions of $y = P_x$ are the rule, and one must devise a methodology for selecting one from the many possibilities. Entropy maximization is one such methodology. The two entropies most frequently considered are the so-called “Burg entropy” and “Shannon entropy”; the Shannon entropy is $BE(x) = -\sum x_i \log x_i$. More generally, if some prior estimate $p$ of the $x_i$ is available, one might minimize the cross entropy to this prior estimate; that is, one might minimize $KL(p, x)$ or $KL(x, p)$, subject to the data consistency requirement $y = P_x$.

In some cases, noise in the data $y$ prompts a relaxation of the data consistency constraint, and one minimizes a functional of the form $(1 - \alpha)KL(p, x) + \alpha D(y, P_x)$ or of the form $(1 - \alpha)KL(p, x) + \alpha D(y, P_x)$, where $D(y, P_x)$ measures the distance from $y$ to $P_x$. Some may feel that almost any reasonable choice of $D(y, P_x)$ will suffice to avoid the sensitivity to noise that accompanies ill-conditioned inverse problems. Here, however, we are interested in deriving iterative methods based on alternating projections, and the choice of $D(y, P_x)$ is important.

We shall consider two problems: for $x \geq 0$ and $0 < \alpha \leq 1$.

Problem A: Minimize $F(x) = \alpha KL(y, P_x) + (1 - \alpha) KL(p, x)$.

Problem B: Minimize $G(x) = \alpha KL(P_x, y) + (1 - \alpha) KL(x, p)$.

In considering these particular mixtures of KL distances, we unify approaches commonly taken in the underdetermined and overdetermined cases, and we develop iterative solution methods within a single framework of alternating projections.

IV. ITERATIVE SOLUTIONS FROM ALTERNATING PROJECTIONS

In what follows, we shall assume that the data vector $y$ and the matrix $P$ are known and fixed. We begin by defining two convex sets of $IJ$-dimensional vectors (see also Vardi et al. [6] and Csizar and Tusnady [18]):

$$R = \{ r = \{ r_{i,j} \} \geq 0 \}
\text{for all } i \text{ we have } \sum r_{i,j} = y_i, \text{ sum over } j \};$$

$$Q = \{ q = q(x) = \{ q_{i,j} = P_{i,j}x_j \}, \text{ for some } x \geq 0 \}.$$

Also define, for each $x \geq 0$, $r(x) = \{ P_{i,j}x_jy_i/P_{i,j} \}$ in $R$. For $r$ and $q$ in $R$ and $Q$, respectively, we define $KL(r, q)$ and $KL(y, r)$ in the obvious manner. We also define $F(r, q)$ and $G(q, r)$ as follows:

$$F(r, q) = F(r, q(x)) = \alpha KL(r, q) + (1 - \alpha)KL(p, x);$$
$$G(q, r) = G(q(x), r) = \alpha KL(q, r) + (1 - \alpha)KL(x, p).$$

The alternating projections are defined as follows: let $d(r, q)$ denote either $F(r, q)$ or $G(q, r)$, and let $x^0$ be the starting point. Then, having obtained the kth iterate $x^k$ and setting $q^k = q(x^k)$, perform the following.

Step 1: Minimize $d(r, q^k)$ with respect to $r$ to get $r^{k+1}$.
Step 2: Minimize $d(q^{k+1}, q(x))$ with respect to $x \geq 0$ to get $x^{k+1}$.

We apply this iterative scheme to the two problems under consideration.

V. THE ITERATIVE METHOD FOR PROBLEM A

Performing Step 1, with $d(r, q) = F(r, q)$, we obtain, for each $j$, $log[r_{i,j}] = log[q^k(x^k)] + c_i$ for some constants $c_i$. Since $\sum r_{i,j} = y_i$ for each $i$, we must have $r_{i,j} = P_{i,j}x^k_jy_i/P_{i,j}$, so that $r^{k+1} = r(x^k)$. Now, performing Step 2, we obtain, for all $j$ such that $x^k_j > 0$,

$$0 = \alpha [\sum_i [P_{i,j} - r^{k+1}_j/x^k_j] + (1 - \alpha)(1 - p_j/x^k_j).$$

Solving for $x^{k+1}_j$, we obtain

$$x^{k+1}_j = \alpha \sum_i [r^{k+1}_j + (1 - \alpha)p_j].$$

For $x^k = 0$, we obtain the well-known EM/ML iteration [6]. For $x < 1$, the iteration is that obtained by Lange et al. [9], using a Bayesian approach with a prior chi-squared distribution for each $x_j$.

Proof of convergence for the iterative methods will depend heavily on orthogonality conditions that can be viewed as versions of the Pythagorean theorem applied to the KL distance (which should be thought of as distance squared, actually).

We now obtain some of these orthogonality conditions for the iteration just presented.

Lemma 1: $F(r^{k+1}, q(x)) - F(r^{k+1}, q^{k+1}) = KL(x^{k+1}, x)$ for all $x \geq 0$.

Proof: It follows, with a little calculation, from (8).

Lemma 2: $F(r, q^k) - F(r^{k+1}, q^k) = \alpha KL(r, x^{k+1})$ for all $r$ in $R$.

Proof: It follows immediately from the definitions and simple calculation.

Lemma 3: $KL(x^{k+1}, x^k)$ goes to zero as $k$ goes to infinity.

Proof: It follows from the two previous lemmas and the inequalities $F(r^k, q^k) \geq F(r^{k+1}, q^k) \geq F(r^{k+1}, q^{k+1})$; since $\{F(r^k, q^k\}$ is a decreasing sequence of nonnegative quantities, the difference sequence $(F(r^k, q^k) - F(r^{k+1}, q^{k+1})$ goes to zero.

For completeness, we sketch the proof of convergence of the sequence $(x^k)$, along the lines of [6]. Let $\alpha \leq 1$ for now. First, because $\sum x^k_j = \sum y_i$ for each $k = 1, 2, \ldots$, it follows that the sequence is contained within a bounded subset of $I$-dimensional space. Then let $x^*$ be any subsequential limit point of the sequence, so that there is a subsequences $(x^{kn})$ converging to $x^*$. Define the vector $y'$ by $y'_j = \alpha x_j + \sum P_{i,j}y_i/P_{i,j}$ for $i$, and $x \geq 0$, with the sum over $i$. Say that $x$ is a fixed point of the iteration if $x' = x$. Then the sequence $(x^{kn+1})$ converges to $(x^*)'$. But then Lemma 3 gives that $(x^*)' = x^*$, so that $x^*$ is a fixed
point of the iteration, and thus satisfies the first of the two Kuhn–Tucker conditions (2) for \( f(x) = F(x) \).

For the case \( \alpha < 1 \), we have \( x_j^{m+1} \geq (1 - \alpha)p_j > 0 \) for all \( j \), so the second Kuhn–Tucker condition (3) is vacuously true and \( x^* \) must be a solution. But the strict convexity of \( F(x) \) in the case of \( \alpha < 1 \) implies a unique solution. Therefore, the sequence has only one subsequential limit point, and so must converge (to the solution, as we have just seen). This is the case considered in [9].

To prove the convergence of \( \{x^{k}\} \) for the case of \( \alpha = 1 \), Vardi et al. [6] use an inequality due essentially to Csiszar and Tusnady [18]; see also Cover [37].

**Lemma 4:** Let \( \alpha = 1 \). With \( x^* \) as above, \( KL(x^*, x^{k+1}) \leq KL(x^*, x^k) \) for all \( k = 1, 2, \cdots \).

**Proof:** See [6].

We use Lemma 4 to conclude that \( KL(x^*, x^k) \) goes to zero for the entire sequence, not just for the subsequence. It follows that \( x^* \) is unique and that the sequence converges.

For any \( x \geq 0 \) with \( y = Px \), we have that \( KL(x, x^{k}) \geq KL(x, x^{k+1}) \) since

\[
KL(x, x^{k+1}) - KL(x, x^{k}) = \sum_j x_j \log \left( \frac{x_j^{k+1}}{x_j^k} \right) = -\sum_j x_j \log \left( \sum_i P_{i,j} x_i^k / y_i \right) \\
\geq -\sum_j x_j \left( \frac{x_j^k}{\sum_i P_{i,j} x_i^k/y_i - 1} \right) = \sum_j P x_i^k - \sum_j P x_i = 0.
\]

Therefore, \( KL(x, x^{\infty}) \leq KL(x, x^{k}) \) for all \( k \) and for all \( x \geq 0 \) with \( y = Px \); it follows that \( KL(x, x^{\infty}) \) is finite. If \( x \) is such that \( y = Px \) and \( KL(x, x^{\infty}) \leq KL(x, x^{\infty}) \) for all \( x \) with \( y = Px \) and all \( k \), then \( KL(x^{\infty}, x^{\infty}) \) is the unique minimizer of \( KL(x, x^{\infty}) \); therefore, \( x^{\infty} = x^* \).

We summarize these results in Theorem 1.

**Theorem 1:** The sequence \( \{x^{k}\} \) converges to a limit \( x^{\infty} \) for all \( I \) and \( J \), for all starting points \( x^0 \), for all \( 0 \leq \alpha \leq 1 \), and for all \( p > 0 \). For \( 0 \leq \alpha < 1 \), \( x^{\infty} \) is the unique minimizer of \( F(x) \). For \( \alpha = 1 \), \( x^{\infty} \) is the unique nonnegative minimizer of \( KL(y, Px) \) if there is no nonnegative solution of \( y = Px \). If there are nonnegative solutions, then \( y = Px^{\infty} \) and \( x^{\infty} \) is the only solution for which the inequalities \( KL(x, x^{\infty}) \leq KL(x, x^k) \) hold for all \( x \geq 0 \) with \( y = Px \) and all \( k \); it follows that support(x) is contained in support(x^{\infty}) for all such \( x \).

In the case of \( \alpha = 1 \), the limit \( x^{\infty} \) of the sequence will be independent of \( x^0 \) if there is no nonnegative solution of \( y = Px \) (the inconsistent case). If there is a nonnegative solution of \( y = Px \), however, \( x^{\infty} \) is also a solution, but may depend on \( x^0 \); how it depends on \( x^0 \) appears to be an open question. The obvious conjecture, in light of Theorem 2 below, is that \( x^{\infty} \) is the unique solution minimizing \( KL(x^0, x) \); there are simple counterexamples, however.

VI. THE ITERATIVE METHOD FOR PROBLEM B

We now consider the iterative scheme derived from the two steps above, with \( d(r, q) = G(q, r) \). Performing Step 1, we obtain \( r^m = r(x^m) \) as before; note that in Problem B, we shall use the index \( m \) to denote the iteration number in place of \( k \), simply to help distinguish the two iterative schemes. Performing Step 2, we obtain

\[
0 = \alpha \left( \sum P_{i,j} \log \left( \frac{y_i}{x^{m+1}_{i,j}} \right) \right) + (1 - \alpha) \left( \log \left( x^{m+1}_{j,i} / p_j \right) \right)
\]

with the sum on \( i \). Solving for \( x^{m+1}_j \), we get

\[
x^{m+1}_j = \left( x^m_j \right)^{\alpha (p_j)^{1-\alpha}} \exp \left( \alpha \sum P_{i,j} \log (y_i / P x^m_i) \right).
\]

For \( \alpha = 1 \), this is closely related to the multiplicative algebraic reconstruction technique (MART) of Gordon et al. [32]; see Section VII below. Because MART varies the factors depending on \( i \), while (11) computes the factors simultaneously, using the current \( x^m \), we shall call (11) the “simultaneous” MART (SMART) algorithm. Lent [35], [46] has shown that if \( x^0 \) is constant and \( y = Px \) has nonnegative solutions, then the MART iteration converges to the solution that maximizes the Shannon entropy. In [33], Censor presents a regularized version of MART, and remarks that the behavior of MART in the inconsistent case is unknown. In [39], Herman notes that in the inconsistent case, MART may not maximize entropy. As we shall show, the MART iteration scheme in (11) converges to the unique minimizer of \( G(x) \) for \( \alpha < 1 \). For \( \alpha = 1 \), SMART converges to the unique minimizer of \( KL(Px, y) \) in the inconsistent case; in the consistent case, both SMART and MART converge to the unique nonnegative solution of \( y = Px \) minimizing \( KL(x, x^*) \). As with the previous problem, orthogonality conditions of a Pythagorean type will play an important role in the proof of convergence of \( \{x^m\} \).

We now present some useful orthogonality conditions relating to the iterative sequence \( \{x^m\} \).

**Lemma 5:** \( G(q(x), r(x^m)) - G(q(x^{m+1}), r(x^m)) = KL(x, x^{m+1}) \) for all \( x \geq 0 \).

**Proof:** This is a consequence of (10).

**Lemma 6:** \( G(q(x^m), r(x)) - G(q(x^m), r(x^m)) = 0 \). For \( x \geq 0 \).

**Proof:** This is a simple calculation. Note that \( G(q(x), r(x)) = KL(x, x^{m+1}) \) goes to zero as \( m \) goes to infinity.

**Proof:** The proof is similar to that of Lemma 3.

We now prove the convergence of the sequence \( \{x^m\} \). First we show that the sequence is contained within a bounded set, so that it has subsequential limit points.

**Lemma 8:** For \( \alpha = 1 \), \( \sum x^m_i \leq \sum y_i \) for each \( m \). For \( \alpha < 1 \), we have that, for all \( m \), \( \sum x^m_i \leq (\sum y_i)^{1-\alpha} (\sum y_i) \). In either case, the sequence \( \{x^m\} \) is contained within a bounded subset.

**Proof:** For \( \alpha = 1 \), \( x^m_j = x^m_j \exp \left( \sum P_{i,j} \log (y_i / P x^m_i) \right) \) and the concavity of the log function gives \( x^{m+1}_j \leq x^m_j \exp \left( \sum P_{i,j} \log (y_i / P x^m_i) \right) \), from which the first result follows by summing on \( j \). To prove the second assertion, we write \( x^{m+1}_j \leq (x^m_j)^{\alpha (p_j)^{1-\alpha}} (\sum P_{i,j} y_i / P x^m_i)^\alpha \) and use Holder’s inequality.

Now let \( x^* \) be the limit of the subsequence \( \{x^{m\_}\} \). It follows from Lemma 7, as in the case of Problem A, that \( x^* \) is a fixed point of the iterative procedure in (11); therefore, it
satisfies the first of the two Kuhn–Tucker conditions (2) for
\( f(x) = G(x) \).

The Case of \( \alpha < 1 \): In the case of \( \alpha < 1 \), we show that
\( x_j^* > 0 \) for every \( j \). From this, it follows that the second
Kuhn–Tucker condition (3) is vacuously true and that \( x^* \) is a
solution. We need two lemmas.

**Lemma 9:** The sequence \( \{ \sum P_{i,j} \log(y_i/Px_i^m) \} \), with the
sum on \( i \), is bounded below for each fixed \( j \).

**Proof:** For each fixed \( m \), we have \( \sum x_i^m \leq \sum x_i^m \leq \sum y_i = y_i + \) from Lemma 8 and our assumption that
\( \sum y_i = \sum P_i \). Therefore, we have \( y_i/Px_i^m \geq y_i/y_i \) and
\( \log(y_i/Px_i^m) \geq \log(y_i/y_i) \) for each \( i \). Therefore,
\( \sum P_{i,j} \log(y_i/Px_i^m) \geq \sum P_{i,j} \log(y_i/y_i) = C_j \) for all \( m \)
and for all \( j \).

**Lemma 10:** \( x_j^* > 0 \) for all \( j \).

**Proof:** From \( x_j^{m+1} = (x_j^m)^\alpha (p_j)^{1-\alpha} \exp(\alpha \sum P_{i,j} \log \frac{y_i}{Px_i^m}) \), it follows that \( \log x_j^{m+1} = \alpha \log x_j^m + (1-\alpha) \log p_j + (\alpha \sum P_{i,j} \log \frac{y_i}{Px_i^m}) \). Then we obtain
\( \log x_j^{m+1} \geq (1-\alpha) \log p_j + \alpha \sum P_{i,j} \log \frac{y_i}{Px_i^m} + (1-\alpha) \alpha C_j \). As \( m \to \infty \), the right-hand
side converges to a finite quantity, so the left side cannot converge to \(-\infty\).

It follows that \( x^* \) is the unique solution and the limit of \( \{x^m \} \). This completes the analysis for the case of \( \alpha < 1 \).

The Case of \( \alpha = 1 \): For the case of \( \alpha = 1 \), how we proceed
depends on whether or not the system of equations \( y = Px \) has
nonnegative solutions.

a) The **Consistent Case:** Let \( x^* \) be the limit of the
subsequence \( \{x^{m_n}\} \), and let \( x \) be such that \( y = Px \). From
Lemma 5, we have, for all \( m \),
\[
KL(x, x^m) = KL(y, Px^m) + KL(x, x^{m+1}) + KL(q^{m+1}, r^{m+1}) \geq KL(x, x^{m+1}) .
\]
(12)

Therefore, \( KL(x, x^{m}) - KL(x, x^{m+1}) \) converges to zero.
But from (12), we have \( KL(x, x^{m}) - KL(x, x^{m+1}) \to KL(y, Px^m) \). It follows that \( KL(y, Px^m) = 0 \) or that \( y = Px^*. \) Since \( KL(x, x^{m}) - KL(x, x^{m+1}) \) is independent of \( x \),
\( y = Px \) is the unique solution of \( y = Px \) minimizing
\( KL(x, x^0) \). But since this is true of each \( x^*, x^* \) must be
unique, and the sequence \( \{x^m \} \) must converge to \( x^* \).

b) The **Inconsistent Case:** Again, let \( x^* \) be the limit of the
subsequence \( \{x^{m_i}\} \). We know that \( x^* \) is a fixed point of the
iteration. Therefore, we have from Lemma 5 that, for \( x \geq 0 \),
\[
KL(q(x), r(x^*)) = KL(q(x^*), r(x^*)) + KL(x, x^*) = KL(Px^*, y) + KL(x, x^*),
\]
(13)
and from Lemma 6,
\[
KL(q(x), r(x)) = KL(q(x), r(x)) + KL(x, x^*) - KL(Px, Px^*) = KL(Px, y) + KL(x, x^*) - KL(Px, Px^*).
\]
(14)
Therefore, we have \( KL(Px^*, y) \leq KL(Px, y) \); it follows that
\( x^* \) is a global minimizer of \( KL(Px, y) \). But by Proposition 2
below, the minimizer is unique in the inconsistent case.

Therefore, the \( x^* \) is unique, and the sequence \( \{x^m \} \) must
converge to \( x^* \).

**Proposition 2:** Let \( J \geq I \), and let \( M = \{x \geq 0 \} \) for
which \( KL(Px, y) \) attains its minimum value. Then either
1) the minimum of \( KL(Px, y) \) is zero and \( y = Px \) has
nonnegative solutions, or
2) there is a subset \( S \) of \( \{1, 2, \cdots, J \} \) having \( I-1 \) or fewer
members such that if \( x \) is in \( M \), then \( x_j > 0 \) only if \( j \) is in \( S \).

In the former case, there may be multiple solutions, so \( M \) may
contain more than one vector. In the latter case, \( M \) contains only
one vector, the unique minimizer of \( KL(Px, y) \).

**Proof:** The first Kuhn–Tucker condition for a minimizer of
\( KL(Px, y) \) is now \( 0 = \sum P_{i,j} \log(y_i/Px_i) \) for each \( j \) such that
\( x_j > 0 \). Define \( Q \) as in the proof of Proposition 1 and the
vector \( v = (v_i) = (\log(y_i/Px_i)) \). Then we have \( Q^T v = 0 \). If
\( K \geq I \), then \( v = 0 \), so that \( y = Px \). The assertion follows as
in the earlier proposition.

We summarize these results in Theorem 2.

**Theorem 2:** The sequence \( \{x^m \} \) converges to a limit \( x^\infty \) for
all \( I \) and \( J \), for all starting points \( x^0 \), for all \( p \geq 0 \), and for
all \( 0 \leq \alpha \leq 1 \). For \( 0 \leq \alpha < 1 \), \( x^\infty \) is the unique
minimizer of \( G(x) \). For \( \alpha = 1 \), \( x^\infty \) is the unique
nonnegative minimizer of \( KL(Px, y) \) if there is no nonnegative
solution of \( y = Px \). If there are nonnegative solutions of \( y = Px \), then the limit
may depend on the starting data; we have \( y = Px^\infty \), \( x^\infty \) is
the unique solution minimizing \( KL(x, x^0) \), and support \( x \) is
contained within support \( x^\infty \) for all \( x \geq 0 \) with \( y = Px \).

VII. COMPARING THE SMART AND MART ALGORITHMS

In this section, we give the MART algorithm of Gordon et al. \[32\]
and compare its convergence with that of SMART; details concerning
the convergence of MART will be presented separately \[41\].

The MART iterative procedure is the following: starting
with \( x^0 = x^0 > 0 \), let
\[
z_j^{k+1} = z_j^k (y_i/Pz_j^k)^{p_{i,j}}
\]
(15)
for \( k = 0, 1, 2, \cdots \) and \( i = k \) mod \( I + 1 \); let \( x^m = z^{m+1},
\)
(16)
with the product over \( i \). Compare MART with SMART iteration
(\( \alpha = 1 \)) defined by
\[
x_j^{m+1} = x_j^m \prod (y_i/Px_i^m)^{p_{i,j}},
\]
(17)
the difference between \( x^m \) and \( x^m \) is that, in the
computation of the latter, the factors in the product are not updated
at a time as \( i \) changes, but simultaneously at the end of each cycle,
hence the name “simultaneous MART” (SMART). This makes
SMART more “parallelizable.”

To place MART within a framework of alternating projections,
we define, for each \( i \) and for each \( x \) and \( z \), the distance
\( G_i(q(x), r(z)) \):
\[
G_i(q(x), r(z)) = \sum [q(x)]_{i,j} \log(q(x)]_{i,j} (r(z)]_{i,j} + [r(z)]_{i,j} (q(x)]_{i,j})
\]
with both sums over \( j \) only. The MART iterative procedure can then be obtained as follows: beginning with \( z^0 = x^0 > 0 \), for each \( k = 1, 2, \cdots \) and with \( i = i(k) = k \mod 1 + 1 \), perform the following alternating minimizations.

Step 1(i): Minimize \( \text{KL}(q(z^k), r(z^k)) \) to get \( r^{k+1} = r(z^k) \).

Step 2(i): Minimize \( G_i(q(x^k), r(z^k)) \) to get \( x = z^{k+1} \).

In the consistent case, we have a short proof [41] that the MART sequence \( \{z^k\} \) converges to the same limit as SMART, namely, the unique nonnegative solution of \( y = P x \) for which \( \text{KL}(x, x^0) \) is minimized. For the case of a uniform starting vector \( x^0 \), the limit will then be the maximum Shannon entropy solution, as Lent has shown [35], [46].

In [33], Censor remarks that the behavior of MART in the inconsistent case is not known. In small-dimensional simulation studies of MART in the inconsistent case, we have observed some behavior patterns which we now conjecture hold more generally. It is easy to show that the full MART sequence \( \{z^k\} \) cannot converge in the inconsistent case; however, in our simulations, the subsequences \( \{z^{i + p1}\} \), \( i \) fixed, associated with completed cycles converge to distinct limit vectors \( z^{\infty, i} \). The support of each \( z^{\infty, i} \) is that of the SMART limit \( x^{\infty} \), and the final projection data \( \{P z^{\infty, i}\} \) is quite close to the initial projection data \( \{y_i\} \) in the sense that \( \text{KL}(\{P z^{\infty, i}\}, \{y_i\}) \) is small. If we use this final projection data \( \{P z^{\infty, i}\} \) in place of \( \{y_i\} \) as initial projection data and repeat the MART iteration process, we find that the limits \( \{z^{\infty, i}\} \), although still distinct, are now closer to one another than previously, and the new final and initial projection data are closer than before. Repeating this feedback into the MART algorithm several times, we see the distinct limits \( \{z^{\infty, i}\} \) growing closer to each other and converging to the SMART limit \( x^{\infty} \). We hope to present proof shortly that these behavior patterns are generally followed [41].

Censor and his colleagues have recently introduced block-iterative methods and have studied their implementation [43]–[46]. The MART algorithm is one special case, in which each equation has its own block; at the other extreme is the block algorithm in which all equations are dealt with in a single block. The latter algorithm is nearly the unrelaxed SMART, differing from it only by the presence in their algorithm of a weighting; the weighting appears unnecessary and probably slows convergence. They do not give convergence proofs for the inconsistent case for these more general algorithms, nor do they place them within a framework of alternating optimization.

VIII. SUMMARY AND CONCLUSIONS

We consider here the related Problems A and B of minimizing the functionals \( F(x) = \alpha \text{KL}(y, Px) + (1 - \alpha) \text{KL}(p, x) \) and \( G(x) = \alpha \text{KL}(p, Px) + (1 - \alpha) \text{KL}(x, p) \), respectively, over the set of vectors \( x \geq 0 \). We have derived iterative algorithms for minimizing both functionals using the method of alternating projections, extending the approach used by Csiszar and Tusnady [18] and Vardi et al. [6] to demonstrate the convergence of the EM/ML algorithm (equivalently, Problem A with \( \alpha = 1 \)). For Problem A and \( \alpha < 1 \), we obtain the iterative MAP method of Lange et al. [9].

For Problem B, we present a “simultaneous” version of the MART algorithm of Gordon et al. [32], called SMART, and prove the convergence of SMART. In the consistent case, both MART and SMART converge to the unique solution minimizing \( \text{KL}(x, x^0) \), in the inconsistent case, SMART converges to the unique nonnegative minimizer of \( \text{KL}(P x, y) \). We also consider a regularized SMART algorithm and prove convergence to the unique minimizer of \( G(x) \).

It is claimed in [6] that whenever the number of unknowns is greater than the number of data values, there will be nonunique minima of \( \text{KL}(y, Px) \); on the contrary, there are unique nonnegative minimizers of \( \text{KL}(y, Px) \) and \( \text{KL}(P x, y) \) unless the system of equations \( y = Px \) has a nonnegative solution. When \( y = Px \) has nonnegative solutions and \( \alpha = 1 \), the limit of the iterations \( x^{\infty} \) may depend on the starting value \( x^0 \). For Problem B, we have that \( x^{\infty} \) is the unique solution minimizing \( \text{KL}(x, x^0) \); the corresponding question for Problem A appears to be open.
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