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Preface

It is not easy to give a precise definition of an inverse problem, but, as they often say about other things, we know one when we see one. Loosely speaking, direct problems involve determining the effects of known causes. What will be the temperatures later at points within the room, given the current temperatures? Indirect, or inverse, problems go the other way, as we attempt to infer causes from observed effects. What was the temperature distribution in the room initially, given that we have measured the temperatures at several later times? Most remote sensing problems are inverse problems.

Magnetic resonance, acoustic, and optical remote-sensing problems typically involve measuring Fourier transform values of the function we wish to estimate. Transmission and emission tomographic image reconstruction is often described this way, as well. In Chapter 1 I describe a typical remote-sensing problem of this type, to illustrate the ways in which the measured data is often limited and to demonstrate how projection-based methods and minimum-norm approximate solutions can be employed. The algorithms used here are not usually iterative, although iterative techniques can be used to avoid difficult computational steps.

My exposure to iterative algorithms began with the algebraic reconstruction technique (ART) and the expectation maximization maximum likelihood (EMML) approaches to medical imaging, both methods described briefly in Chapter 1. Both the ART and the EMML algorithm are used for medical image reconstruction, but there the resemblance seemed to end. The ART is a sequential algorithm, using only one data value at a time, while the EMML is simultaneous, using all the data at each step. The EMML has its roots in statistical parameter estimation, while the ART is a deterministic method for solving systems of linear equations. The ART can be used to solve any system of linear equations, while the solutions sought using the EMML method must be non-negative vectors. The ART employs orthogonal projection onto hyperplanes, while the EMML algorithm is best studied using the Kullback-Leibler, or cross-entropy, measure of distance. The ART converges relatively quickly, while the EMML is known to be slow. If there has been any theme to my work over the past
decade, it is unification. I have tried to make connections among the various algorithms and problems I have studied. Connecting the ART and the EMML seemed like a good place to start.

The ART led me to its multiplicative cousin, the MART, while the EMML brought me to the simultaneous MART (SMART), showing that the statistical EMML could be viewed as an algorithm for solving certain systems of linear equations, thus closing the loop. There are block-iterative versions of all these algorithms, in which some, but not all, of the data is used at each step of the iteration. These tend to converge more quickly than their simultaneous relatives. Casting the EMML and SMART algorithms in terms of cross-entropic projections led to a computationally simpler variant of the MART, called the EMART. The Landweber and Cimmino algorithms are simultaneous versions of the ART. Replacing the cross-entropy distance with distances based on Fermi-Dirac entropy provided iterative reconstruction algorithms that incorporated upper and lower bounds on the pixel values. The next issue seemed to be how to connect these algorithms with a broader group of iterative optimization methods.

My efforts to find unification among iterative methods has led me recently to sequential optimization. A wide variety of iterative algorithms used for continuous optimization can be unified within the framework of sequential optimization. The objective in sequential optimization is to replace the original problem, which often is computationally difficult, with a sequence of simpler optimization problems. The most common approach is to optimize the sum of the objective function and an auxiliary function that changes at each step of the iteration. The hope is that the sequence of solutions of these simpler problems will converge to the solution of the original problem.

Sequential unconstrained minimization (SUM) methods [117] for constrained optimization are perhaps the best known sequential optimization methods. The auxiliary functions that are added are selected to enforce the constraints, as in barrier-function methods, or to penalize violations of the constraints, as in penalty-function methods.

We begin our discussion of iterative methods with auxiliary-function (AF) algorithms, a particular class of sequential optimization methods. In AF algorithms the auxiliary functions have special properties that serve to control the behavior of the sequence of minimizers. As originally formulated, barrier- and penalty-function methods are not AF algorithms, but both can be reformulated so as to be included in the AF class. Many other well known iterative methods can also be shown to be AF methods, such as proximal minimization algorithms using Bregman distances, projected gradient descent, the CQ algorithm, the forward-backward splitting method, MART and SMART, EMART and the EMML algorithm, alternating minimization (AM), and majorization minimization (MM), or optimality transfer techniques, and the more general expectation maximization maximum
likelihood EM algorithms in statistics. Most of these methods enjoy additional properties that serve to motivate the definition of the SUMMA class of algorithms, a useful subclass of AF methods.

Some AF algorithms can be described as fixed-point algorithms, in which the next vector in the sequence is obtained by applying a fixed operator to the previous vector and the solution is a fixed point of the operator. This leads us to our second broad area for discussion, iterative fixed-point methods. Operators that are non-expansive in some norm provide the most natural place to begin discussing convergence of such algorithms. Being non-expansive is not enough for convergence, generally, and we turn our attention to more restrictive classes of operators, such as the averaged and paracontractive operators.

Convexity plays an important role in optimization and a well developed theory of iterative optimization is available when the objective function is convex. The gradient of a differentiable convex function is a monotone operator, which suggests extending certain optimization problems to variational inequality problems (VIP) and modifying iterative optimization methods to solve these more general problems. Algorithms for VIP can then be used to find saddle points.

Our discussion of iterative methods begins naturally within the context of the Euclidean distance on finite-dimensional vectors, but is soon broadened to include other useful distance measures, such as the $l^1$ distance, and cross-entropy and other Bregman distances. Within the context of the Euclidean distance orthogonal projection onto closed convex sets play an important role in constrained optimization. When we move to other distances we shall attempt to discover the extent to which more general notions of projection can be successfully employed.

Problems in remote sensing, such as radar and sonar, x-ray transmission tomography, PET and SPECT emission tomography, and magnetic resonance imaging, involve solving large systems of linear equations, often subject to constraints on the variables. Because the systems involve measured data as well as simplified models of the sensing process, finding exact solutions, even when available, is usually not desirable. For that reason, iterative regularization algorithms that reduce sensitivity to noise and model error and produce approximate solutions of the constrained linear system are usually needed.

In a number of applications, such as medical diagnostics, the primary goal is the production of useful images in a relatively short time; modifying algorithms to accelerate convergence then becomes important. When the problem involves large-scale systems of linear equations, block-iterative methods that employ only some of the equations at each step often perform as well as simultaneous methods that use all the equations at each step, in a fraction of the time.

I have chosen to organize the topics from the general to the more spe-
specific. In recent years I have developed the class of iterative algorithms that I call the SUMMA class. These are related to sequential unconstrained minimization methods and, somewhat surprisingly, can be shown to include a wide variety of iterative algorithms well known to researchers in different fields. By unifying a variety of seemingly disparate algorithms, analogies can be considered and new properties of algorithms can be derived by analogy with known properties of other algorithms. The unification also serves to draw the attention of researchers working in one field to related algorithms in other fields, such as statisticians working on parameter estimation; image scientists processing scanning data, and mathematicians involved in theoretical and applied optimization.

Chapter 2 gives an overview of sequential optimization and the subclasses of auxiliary-function methods and the SUMMA algorithms. The next three chapters deal in greater detail with particular examples: barrier- and penalty-function methods in Chapter 3, proximal minimization in Chapter 4, and forward-backward splitting in chapter 5. Chapter 6 through Chapter 9 focus on fixed-point algorithms for operators on Euclidean space. After that, the discussion is broadened to include distance measures other than the usual Euclidean distance. The final few chapters present specific problems to illustrate the use of iterative methods discussed previously.

The book brings together, in one place, a number of important iterative algorithms in medical imaging, optimization and statistical estimation. It includes a good deal of recent work that has not appeared in books previously. It provides a broad theoretical unification of many of these algorithms in terms of auxiliary-function methods and, in particular, the recently developed class of SUMMA algorithms. The book is somewhat limited in scope, rather than encyclopedic; the topics discussed are ones I have been personally involved with over the past couple of decades. The treatment of each topic is sufficiently detailed, without being exhaustive. Most chapters contain exercises that introduce new ideas and contribute to making the book appropriate for self study.

This book is not intended as an introduction to optimization or convex analysis, for which there are numerous texts available, such as Kelley’s book [140]. Several of the topics discussed here are also treated in the books by Censor and Zenios [88], Bauschke and Combettes [18], Saad [183] and Cegielski [73].
Chapter 1

Background

1.1 Overview

A fundamental inverse problem is the reconstruction of a function from finitely many measurements pertaining to that function. This problem is central to radar, sonar, optical imaging, transmission and emission tomography, magnetic resonance imaging, and many other applications. Because the measured data is limited, it cannot serve to determine one single correct answer. In each of these applications some sort of prior information is incorporated in the reconstruction process in order to produce a usable solution. Minimizing a cost function is a standard technique used to single out one solution from the many possibilities. The reconstruction algorithms often employ projection techniques to guarantee that the reconstructed function is consistent with the known constraints. Typical image reconstruction problems involve thousands of data values and iterative algorithms are required to perform the desired optimization.

1.1.1 Fourier-Transform Data

We begin with an example of a common remote-sensing problem in which the available data are values of the Fourier transform of the function we wish to reconstruct. In our example the function we wish to reconstruct is the amplitude function associated with a spatially extended object transmitting or reflecting electromagnetic radiation. Problems of this sort arise in a variety of applications, from mapping the sources of sunspot activity to synthetic-aperture radar and magnetic-resonance imaging. Our example is a somewhat simplified version of what is encountered in the real world, but it serves to illustrate several key aspects of most remote-sensing problems. From this example we see why it is that the data is limited, apart, of course, from the obvious need to limit ourselves to finitely many data values, and
come to understand how resolution depends on the relationship between the size of the object being imaged and the frequency of the probing or transmitted signal.

Because our data is limited and the reconstruction problems are underdetermined, we are led to consider constrained optimization methods, such as constraint-consistent minimum-norm reconstructions. Once we have settled on an appropriate ambient space, usually a Hilbert space, in which to place the function to be reconstructed, it is reasonable to take as the reconstruction the data-consistent member of the space having the smallest norm. If we have additional constraints that we wish to impose, we can use orthogonal projection onto convex sets to satisfy the constraints. A key step, and one that is too often overlooked, is the choice of the ambient space. As we shall see, soft constraints coming from prior information, such as knowledge of the overall shape of the function being reconstructed, or of some prominent features of that function, can often be incorporated in the reconstruction process through the choice of the ambient space. Although Hilbert space norms are the most convenient, other Banach space norms, or distance measures not derived from norms, such as cross-entropy, can also be helpful.

It is usually the case that the function we wish to reconstruct is a real- or complex-valued function of one or more continuous variables. At some stage of the reconstruction, we must discretize the function or its estimate, if only to plot the estimate at the final step. It can be helpful to introduce the discretization earlier in the process, and most of our discussion in this book will focus on reconstructing a finite vector in $\mathbb{R}^J$. Once we have decided to base the reconstruction on the minimization of some cost function, we need to find an appropriate algorithm; our focus here will be on iterative minimization algorithms.

### 1.1.2 Transmission Tomography

Our second example is the problem of reconstructing an image from transmission tomographic data. In transmission tomography x-rays are transmitted through the object and the initial and final intensities of the x-ray beams are measured. In the continuous-variable model, the data are taken to be line integrals of the attenuation function to be reconstructed. In theory, if we had available all the line integrals, Fourier transform methods would provide the solution. In practice, the attenuation function is discretized. It is still possible to mimic the continuous-variable case and obtain reconstructions using discrete Fourier transformation and filtered back-projection. Alternatively, one can relate the line-integral data to a large system of linear equations to be solved using iterative methods, such as the algebraic reconstruction technique (ART) and its multiplicative version, the MART [125].
1.1.3 Emission Tomography

Our third example is also taken from tomography. In emission tomography, such as positron emission tomography (PET) or single-photon emission computed tomography (SPECT), a radionuclide is introduced into the body of the living object, a human being or animal, the data are counts of photons detected at gamma cameras positioned close to the body, and the reconstructed image provides an indication of where the metabolic processes have deposited the radionuclide. In the discrete model, each pixel or voxel within the body is associated with an unknown non-negative quantity, the amount of radionuclide present at that location, which is assumed to be proportional to the expected number of photons emitted at that site during the scanning time. The randomness involved here suggests the use of statistical methods for parameter estimation, and approaches such as iterative likelihood maximization have been used for the reconstruction [182]. The expectation maximization maximum likelihood (EMML) algorithm converges to a maximizer of likelihood for the model of independent Poisson-distributed emitters [185, 145, 193, 146, 46].

1.2 Measuring the Fourier Transform

Let $f(x) : [-L, L] \rightarrow \mathbb{C}$ have Fourier series representation

$$f(x) = \sum_{n=-\infty}^{\infty} c_n e^{i n \pi x / L}, \quad (1.1)$$

where the Fourier coefficient $c_n$ is given by

$$c_n = \frac{1}{2L} \int_{-L}^{L} f(x) e^{-i n \pi x / L} \, dx. \quad (1.2)$$

We shall see how Fourier coefficients can arise as data obtained through measurements. However, we shall be able to measure only a finite number of the Fourier coefficients. One issue that will concern us is the effect on the approximation of $f(x)$ if we use some, but not all, of its Fourier coefficients.

1.2.1 The Discrete Fourier Transform

Suppose that we have $c_n$ for $|n| \leq N$. It is not unreasonable to try to estimate the function $f(x)$ using the discrete Fourier transform (DFT) estimate, which is

$$f_{DFT}(x) = \sum_{n=-N}^{N} c_n e^{i n \pi x / L}. \quad (1.3)$$
CHAPTER 1. BACKGROUND

In Figure 1.1 below, the function $f(x)$ is the solid-line figure in both graphs. In the bottom graph, we see the true $f(x)$ and a DFT estimate. The top graph is the result of band-limited extrapolation, a technique for predicting missing Fourier coefficients that we shall discuss later.

![Figure 1.1: The non-iterative band-limited extrapolation method (MDFT) (top) and the DFT (bottom) for 30 times over-sampled data. The solid line is the true object.](image)

1.2.2 The Unknown Amplitude Problem

In this example, we imagine that each point $x$ in the interval $[-L, L]$ is sending a signal at the frequency $\omega$, each with its own amplitude $f(x)$; that is, the signal sent by the point $x$ is

$$f(x)e^{i\omega t};$$  \hspace{1cm} (1.4)

here the amplitude contains both magnitude and phase, so is complex. We imagine that the amplitude function $f(x)$ is unknown and we want to determine it. It could be the case that the signals originate at the points $x$, as with light or radio waves from the sun, or are simply reflected from the points $x$, as is sunlight from the moon or radio waves in radar.
1.2. MEASURING THE FOURIER TRANSFORM

Now let us consider what is received by a point \( P \) on the circumference of a circle centered at the origin and having large radius \( D \). The point \( P \) corresponds to the angle \( \theta \) as shown in Figure 1.2. It takes a finite time for the signal sent from \( x \) at time \( t \) to reach \( P \), so there is a delay.

We assume that \( c \) is the speed at which the signal propagates. Because \( D \) is large relative to \( L \), we make the far-field assumption, which allows us to approximate the distance from \( x \) to \( P \) by \( D - x \cos(\theta) \). Therefore, what \( P \) receives at time \( t \) from \( x \) is approximately what was sent from \( x \) at time \( t - \frac{1}{c}(D - x \cos(\theta)) \).

At time \( t \), the point \( P \) receives from \( x \) the signal

\[ f(x)e^{i\omega(t - \frac{1}{c}(D - x \cos(\theta)))}, \quad (1.5) \]

or

\[ e^{i\omega(t - \frac{1}{c}D)}f(x)e^{i\omega x \cos(\theta)/c}. \quad (1.6) \]

Therefore, from our measurement at \( P \), we obtain

\[ e^{i\omega(t - \frac{1}{c}D)} \int_{-L}^{L} f(x)e^{i\omega x \cos(\theta)/c} \, dx. \quad (1.7) \]

Consequently, from measurements in the farfield we obtain the values

\[ \int_{-L}^{L} f(x)e^{i\omega x \cos(\theta)/c} \, dx, \quad (1.8) \]

where \( \theta \) can be chosen as any angle between 0 and \( 2\pi \). When we select \( \theta \) so that

\[ \frac{\omega \cos(\theta)}{c} = \frac{n\pi}{L}, \quad (1.9) \]

we have \( c - n \).

1.2.3 Limited Data

Note that we will be able to solve Equation (1.9) for \( \theta \) only if we have

\[ |n| \leq \frac{L\omega}{\pi c}. \quad (1.10) \]

This tells us that we can measure only finitely many of the Fourier coefficients of \( f(x) \). It is common in signal processing to speak of the wavelength of a sinusoidal signal; the wavelength associated with a given \( \omega \) and \( c \) is

\[ \lambda = \frac{2\pi c}{\omega}. \quad (1.11) \]
Therefore, we can measure \( c_n \) for \( |n| \) not greater than \( \frac{2L}{\lambda} \), which is the length of the interval \([-L, L]\), measured in units of wavelength \( \lambda \). We get more Fourier coefficients when the product \( L\omega \) is larger; this means that when \( L \) is small, we want \( \omega \) to be large, so that \( \lambda \) is small and we can measure more Fourier coefficients. As we saw previously, using these finitely many Fourier coefficients to calculate the DFT reconstruction of \( f(x) \) can lead to a poor estimate of \( f(x) \), particularly when we don’t have many Fourier coefficients.

### 1.2.4 Can We Get More Data?

As we just saw, we can make measurements at any point \( P \) in the far-field; perhaps we do not need to limit ourselves to just those angles that lead to the limited number of Fourier coefficients \( c_n \).

We define the Fourier transform of the function \( f(x) \) to be the function

\[
F(\gamma) = \int_{-L}^{L} f(x) e^{i\gamma x} dx. \tag{1.12}
\]

Therefore, when we measure the signals received at the point \( P \) in the far-field, we obtain the value \( F(\gamma) \) for \( \gamma = \omega \cos(\theta)/c \). Therefore, in principle, we have available to us all the values of \( F(\gamma) \) for \( \gamma \) in the interval \([-\omega/c, \omega/c]\). These are not all of the non-zero values of \( F(\gamma) \), of course, since \( F(\gamma) \) is band-limited, but not support-limited.

### 1.2.5 Over-Sampling

It is sometimes argued that once we have obtained all the values of \( c_n \) that are available to us, there is no more information about \( f(x) \) that we can obtain through further measurements in the far-field; this is wrong. It may come as somewhat of a surprise, but from the theory of complex analytic functions we can prove that there is enough data available to us here to reconstruct \( f(x) \) perfectly, at least in principle. The drawback, in practice, is that the measurements would have to be free of noise and impossibly accurate. All is not lost, however.

Suppose, for the sake of illustration, that we measure the far-field signals at points \( P \) corresponding to angles \( \theta \) that satisfy

\[
\frac{\omega \cos(\theta)}{c} = \frac{n\pi}{2L}, \tag{1.13}
\]

instead of

\[
\frac{\omega \cos(\theta)}{c} = \frac{n\pi}{L}.
\]
Now we have twice as many data points and from our new measurements we can obtain
\[
a_m = \frac{1}{4L} \int_{-L}^{L} f(x)e^{-ix\frac{\pi}{2L}} dx = \frac{1}{4L} \int_{-2L}^{2L} f(x)e^{-ix\frac{\pi}{2L}} dx,
\]
for \(|m| \leq M\), which are Fourier coefficients of \(f(x)\) when viewed as a function defined on the interval \([-2L, 2L]\), but still zero outside \([-L, L]\). We say now that our data is twice over-sampled. Note that we call it over-sampled because the rate at which we are sampling is higher, even though the distance between samples is lower.

For clarity, let us denote the function defined on the interval \([-2L, 2L]\) that equals \(f(x)\) for \(x\) in \([-L, L]\) and is equal to zero elsewhere as \(g(x)\). We have twice the number of Fourier coefficients that we had previously, but for the function \(g(x)\). A DFT reconstruction using this larger set of Fourier coefficients will reconstruct \(g(x)\) on the interval \([-2L, 2L]\); this DFT estimate is
\[
g_{\text{DFT}}(x) = \sum_{m=-M}^{M} a_m e^{im\pi x/2L},
\]
for \(|x| \leq 2L\). This will give us a reconstruction of \(f(x)\) itself over the interval \([-L, L]\), but will also give us a reconstruction of the rest of \(g(x)\), which we already know to be zero. So we are wasting the additional data by reconstructing \(g(x)\) instead of \(f(x)\). We need to use our prior knowledge that \(g(x) = 0\) for \(L < |x| \leq 2L\).

We want to use the prior knowledge that \(f(x) = 0\) for \(L < |x| \leq 2L\) to improve our reconstruction. Suppose that we take as our reconstruction the modified DFT (MDFT) [39]:
\[
f_{\text{MDFT}}(x) = \sum_{j=-M}^{M} b_j e^{ij\pi x/2L},
\]
for \(|x| \leq L\), and zero elsewhere, with the \(b_j\) chosen so that \(f_{\text{MDFT}}(x)\) is consistent with the measured data. Calculating this estimator involves solving a system of linear equations for the \(b_j\).

The top graph in Figure (1.1) illustrates the improvement over the DFT that can be had using the MDFT. In that figure, we took data that was thirty times over-sampled, not just twice over-sampled, as in our previous discussion. Consequently, we had thirty times the number of Fourier coefficients we would have had otherwise, but for an interval thirty times longer. To get the top graph, we used the MDFT, with the prior knowledge that \(f(x)\) was non-zero only within the central thirtieth of the long interval. The bottom graph shows the DFT reconstruction using the larger data set, but only for the central thirtieth of the full period, which is where the original \(f(x)\) is non-zero.
1.2.6 A Projection-Based View

When we view the function \( f(x) \) as a member of the Hilbert space \( L^2(-L, L) \), we find that the DFT estimate of \( f(x) \) is the orthogonal projection of the zero function onto the closed convex subset of all members of \( L^2(-L, L) \) that are consistent with the data; that is, the DFT estimate is the member of \( L^2(-L, L) \) that has minimum norm among all those members consistent with the data. The MDFT estimate is the member of \( L^2(-2L, 2L) \) of minimum norm among all members that are both consistent with the data and supported on the interval \([-L, L]\). The MDFT estimate is also the member of \( L^2(-L, L) \) of minimum norm consistent with the over-sampled data. The MDFT is not the DFT in this case, since the functions \( e^{ij\pi x/L} \) are not orthogonal with respect to the usual inner product on \( L^2(-L, L) \).

1.2.7 Other Forms of Prior Knowledge

As we just showed, knowing that we have over-sampled in our measurements can help us improve the resolution in our estimate of \( f(x) \). We may have other forms of prior knowledge about \( f(x) \) that we can use. If we know something about large-scale features of \( f(x) \), but not about finer details, we can use the PDFT estimate, which is a generalization of the MDFT [40, 41].

We can write the MDFT estimate above as

\[
\hat{f}_{MDFT}(x) = \chi_{[-L,L]}(x) \sum_{j=-M}^{M} b_j e^{ij\pi x/L},
\]

where \( \chi_{[-L,L]}(x) \) is one for \(|x| \leq L\), and zero, otherwise. Written this way, we see that the second factor has the algebraic form of the DFT estimate, while the first factor incorporates our prior knowledge that \( f(x) \) is zero for \(|x| > L\).

Suppose that we have some prior knowledge of the function \( |f(x)| \) beyond simply support information. Let us select \( p(x) > 0 \) as a prior estimate of \(|f(x)|\) and let our PDFT estimate of \( f(x) \) have the form

\[
\hat{f}_{PDFT}(x) = p(x) \sum_{j=-M}^{M} d_j e^{ij\pi x/L},
\]

with the coefficients \( d_j \) computed by forcing \( \hat{f}_{PDFT}(x) \) to be consistent with the measured data. Again, this involves solving a system of linear equations, although there are other ways to handle this. By discretizing the problem, the PDFT can be calculated using the ART algorithm discussed below [186, 187]. The PDFT approach extends to higher dimensions, as we illustrate in the following example.
The original image on the upper right of Figure 1.3 is a discrete rectangular array of intensity values simulating a slice of a head. The data was obtained by taking the two-dimensional discrete Fourier transform of the original image, and then discarding, that is, setting to zero, all these spatial frequency values, except for those in a smaller rectangular region around the origin. The problem then is under-determined. A minimum-norm solution would seem to be a reasonable reconstruction method.

The DFT reconstruction is the minimum-two-norm solution shown on the lower right. It is calculated simply by performing an inverse discrete Fourier transform on the array of retained discrete Fourier transform values. The original image has relatively large values where the skull is located, but the minimum-norm reconstruction does not want such high values; the norm involves the sum of squares of intensities, and high values contribute disproportionately to the norm. Consequently, the minimum-norm reconstruction chooses instead to conform to the measured data by spreading what should be the skull intensities throughout the interior of the skull. The minimum-norm reconstruction does tell us something about the original; it tells us about the existence of the skull itself, which, of course, is indeed a prominent feature of the original. However, in all likelihood, we would already know about the skull; it would be the interior that we want to know about.

Using our knowledge of the presence of a skull, which we might have obtained from the minimum-norm reconstruction itself, we construct the prior estimate shown in the upper left. Now we use the same data as before, and calculate a minimum-weighted-norm reconstruction, using as the weight vector the reciprocals of the values of the prior image. This minimum-weighted-norm reconstruction is shown on the lower left; it is clearly almost the same as the original image. The calculation of the minimum-weighted norm solution can be done iteratively using the ART algorithm [187].

When we weight the skull area with the inverse of the prior image, we allow the reconstruction to place higher values there without having much of an effect on the overall weighted norm. In addition, the reciprocal weighting in the interior makes spreading intensity into that region costly, so the interior remains relatively clear, allowing us to see what is really present there.

When we try to reconstruct an image from limited data, it is easy to assume that the information we seek has been lost, particularly when a reasonable reconstruction method fails to reveal what we want to know. As this example, and many others, show, the information we seek is often still in the data, but needs to be brought out in a more subtle way.
1.3 Transmission Tomography

The ART and the MART are two iterative algorithms that were designed to address issues that arose in solving large-scale systems of linear equations for medical imaging [125]. The EMART is a more recently discovered method that combines useful features of both ART and MART [49]. In this chapter we give an overview of ART and MART; we shall revisit them later in more detail.

1.3.1 The ART and MART

In many applications, such as in image processing, we need to solve a system of linear equations that is quite large, often several tens of thousands of equations in about the same number of unknowns. In these cases, issues such as the costs of storage and retrieval of matrix entries, the computation involved in apparently trivial operations, such as matrix-vector products, and the speed of convergence of iterative methods demand greater attention. At the same time, the systems to be solved are often under-determined, and solutions satisfying certain additional constraints, such as non-negativity, are required.

Both the algebraic reconstruction technique (ART) and the multiplicative algebraic reconstruction technique (MART) were introduced as two iterative methods for discrete image reconstruction in transmission tomography.

Both methods are what are called row-action methods, meaning that each step of the iteration uses only a single equation from the system. The MART is limited to non-negative systems for which non-negative solutions are sought. In the under-determined case, both algorithms find the solution closest to the starting vector, in the two-norm or weighted two-norm sense for ART, and in the cross-entropy sense for MART, so both algorithms can be viewed as solving optimization problems. In Chapter 14 we describe the use of MART to solve the dual geometric programming problem. For both algorithms, the starting vector can be chosen to incorporate prior information about the desired solution. In addition, the ART can be employed in several ways to obtain a least-squares solution, in the over-determined case.

The simultaneous MART (SMART) algorithm is a simultaneous variant of the MART in which all the equations are employed at each step of the iteration. Closely related to the SMART is the expectation maximization maximum likelihood (EMML) method, which is also a simultaneous algorithm.

The EM-MART is a row-action variant of the EMML algorithm. Like MART, it applies to non-negative systems of equations and produces non-negative solutions, but, like ART, does not require exponentiation, so is
1.3. TRANSMISSION TOMOGRAPHY

1.3.2 The ART in Tomography

In x-ray transmission tomography, as an x-ray beam passes through the body, it encounters various types of matter, such as soft tissue, bone, ligaments, air, each weakening the beam to a greater or lesser extent. If the intensity of the beam upon entry is $I_{in}$ and $I_{out}$ is its lower intensity after passing through the body, then, at least approximately,

$$I_{out} = I_{in} e^{-\int_L f},$$

where $f = f(x,y) \geq 0$ is the attenuation function describing the two-dimensional distribution of matter within the slice of the body being scanned and $\int_L f$ is the integral of the function $f$ over the line $L$ along which the x-ray beam has passed. This is the continuous model. In the discrete model the slice of the body being scanned is viewed as consisting of pixels, which we number $j = 1, 2, ..., J$. The x-rays are sent into the body along $I$ lines, which we number $i = 1, 2, ..., I$. The line integral of $f$ along the $i$th line is measured, approximately, from the entering and exiting strengths of the x-ray beams; these measurements are denoted $b_i$.

For $i = 1, ..., I$, let $L_i$ be the set of pixel indices $j$ for which the $j$-th pixel intersects the $i$-th line segment, as shown in Figure 1.4, and let $|L_i|$ be the cardinality of the set $L_i$. Let $A_{ij} = 1$ for $j$ in $L_i$, and $A_{ij} = 0$ otherwise. With $i = k (\text{mod} I) + 1$, the iterative step of the ART algorithm is

$$x_{j}^{k+1} = x_j^k + \frac{1}{|L_i|} (b_i - (Ax_j^k)_i),$$

(1.19)

for $j$ in $L_i$, and

$$x_{j}^{k+1} = x_j^k,$$

(1.20)

if $j$ is not in $L_i$. In each step of ART, we take the error, $b_i - (Ax_j^k)_i$, associated with the current $x_j^k$ and the $i$-th equation, and distribute it equally over each of the pixels that intersects $L_i$.

This model is too simple; we are assuming that if the line segment intersects a pixel, then the entire amount of attenuating material within that pixel affects the x-ray strength. A somewhat more sophisticated version of ART allows $A_{ij}$ to include the length of the $i$-th line segment that lies within the $j$-th pixel; $A_{ij}$ is taken to be the ratio of this length to the length of the diagonal of the $j$-th pixel.

More generally, ART can be viewed as an iterative method for solving an arbitrary system of linear equations, $Ax = b$. 

1.3.3 The ART in the General Case

Let $A$ be a matrix with complex entries, having $I$ rows and $J$ columns, and let $b$ be a member of $\mathbb{C}^I$. We want to solve the system $Ax = b$. Note that when we say that $A$ is a complex matrix and $b$ a complex vector, we do not exclude the case in which the entries of both $A$ and $b$ are real.

Associated with each equation $(Ax)_i = b_i$ in the system $Ax = b$ there is a hyperplane $H_i$ defined to be the subset of $J$-dimensional column vectors given by

$$H_i = \{ x | (Ax)_i = b_i \}. \quad (1.21)$$

**Definition 1.1** The orthogonal projection operator onto the hyperplane $H_i$ is the function $P_i : \mathbb{C}^J \rightarrow \mathbb{C}^J$ defined for each $z$ in $\mathbb{C}^J$ by $P_iz = x$, where $x$ is the member of $H_i$ closest to $z$.

The ART algorithm can be expressed in terms of the operators $P_i$. Let $x^0$ be arbitrary and, for each nonnegative integer $k$, let $i(k) = k(\text{mod} \ I) + 1$. The iterative step of the ART is

$$x^{k+1} = P_{i(k)}x^k. \quad (1.22)$$

We can write the iterative step of the ART explicitly, as follows:

**Algorithm 1.1 (ART)** Let $\alpha_i = \sum_{j=1}^{J} |A_{ij}|^2$. For $k = 0, 1, \ldots$ and $i = i(k) = k(\text{mod} \ I) + 1$, the entries of $x^{k+1}$ are

$$x^{k+1}_j = x^k_j + \alpha_i^{-1}A_{ij}(b_i - (Ax^k)_i). \quad (1.23)$$

Because the ART uses only a single equation at each step, it has been called a row-action or sequential method.

**When $Ax = b$ Has Solutions**

For the consistent case we have the following result concerning the ART.

**Theorem 1.1** Let $A\hat{x} = b$ and let $x^0$ be arbitrary. Let $\{x^k\}$ be generated by the ART. Then the sequence of Euclidean distances $\{|\hat{x} - x^k|\}$ is decreasing and $\{x^k\}$ converges to the solution of $Ax = b$ closest to $x^0$.

So, when the system $Ax = b$ has exact solutions, the ART converges to the solution closest to $x^0$, in the Euclidean distance. How fast the algorithm converges will depend on the ordering of the equations and on whether or not we use relaxation, which we shall discuss later. In selecting the equation ordering, the important thing is to avoid particularly bad orderings, in which the hyperplanes $H_i$ and $H_{i+1}$ are nearly parallel [132].
When $Ax = b$ Has No Solutions

When there are no exact solutions, the ART does not converge to a single vector, but, for each fixed $i$, the subsequence $\{x^{n+1}, n = 0, 1, \ldots\}$ converges to a vector $z^i$ and the collection $\{z^i | i = 1, \ldots, I\}$ is called the limit cycle [189]. The ART limit cycle will vary with the ordering of the equations, and contains more than one vector unless an exact solution exists. Figures 1.5 and 1.6 illustrate the behavior of the ART in the two cases.

1.3.4 The MART

The multiplicative ART (MART) is an iterative algorithm closely related to the ART. It also was devised to obtain tomographic images, but, like ART, applies more generally; MART applies to non-negative systems of linear equations $Ax = b$ for which the $b_i$ are positive, the $A_{ij}$ are nonnegative, and the solution $x$ we seek is to have nonnegative entries. It is not so easy to see the relation between ART and MART if we look at the most general formulation of MART. For that reason, we begin with a simpler case, transmission tomographic imaging, in which the relation is most clearly apparent.

A Special Case of MART

We begin by considering the application of MART to the transmission tomography problem. Once again, for $i = 1, \ldots, I$, let $L_i$ be the set of pixel indices $j$ for which the $j$-th pixel intersects the $i$-th line segment, and let $|L_i|$ be the cardinality of the set $L_i$. Let $A_{ij} = 1$ for $j$ in $L_i$, and $A_{ij} = 0$ otherwise. In each step of ART, we take the error, $b_i - (Ax^k)_i$, associated with the current $x^k$ and the $i$-th equation, and distribute it equally over each of the pixels that intersects $L_i$. Suppose, now, that each $b_i$ is positive, and we know in advance that the desired image we wish to reconstruct must be nonnegative. We can begin with $x^0 > 0$, but as we compute the ART steps, we may lose nonnegativity. One way to avoid this loss is to correct the current $x^k$ multiplicatively, rather than additively, as in ART. This leads to the multiplicative ART (MART).

The MART, in this case, has the iterative step

\[
x_j^{k+1} = x_j^k \left( \frac{b_i}{(Ax^k)_i} \right) A_{ij},
\]    \hfill (1.24)

for those $j$ in $L_i$, and

\[
x_j^{k+1} = x_j^k,
\]    \hfill (1.25)

otherwise. Therefore, we can write the iterative step as

\[
x_j^{k+1} = x_j^k \left( \frac{b_i}{(Ax^k)_i} \right)^{A_{ij}}.
\]    \hfill (1.26)
The MART in the General Case

Taking the entries of the matrix $A$ to be either one or zero, depending on whether or not the $j$-th pixel is in the set $L_i$, is too crude. The line $L_i$ may just clip a corner of one pixel, but pass through the center of another. Surely, it makes more sense to let $A_{ij}$ be the length of the intersection of line $L_i$ with the $j$-th pixel, or, perhaps, this length divided by the length of the diagonal of the pixel. It may also be more realistic to consider a strip, instead of a line. Other modifications to $A_{ij}$ may be made, in order to better describe the physics of the situation. Finally, all we can be sure of is that $A_{ij}$ will be nonnegative, for each $i$ and $j$. In such cases, what is the proper form for the MART?

The MART, which can be applied only to nonnegative systems, is a sequential, or row-action, method that uses one equation only at each step of the iteration.

**Algorithm 1.2 (MART)** Let $x^0$ be a positive vector. For $k = 0, 1, \ldots$, and $i = k(\text{mod} I) + 1$, having found $x^k$ define $x^{k+1}$ by

$$x^{k+1}_j = x^k_j \left( \frac{b_i}{(Ax^k)_i} \right)^{m_i^{-1} A_{ij}},$$

(1.27)

where $m_i = \max \{ A_{ij} \mid j = 1, 2, \ldots, J \}$.

Some treatments of MART leave out the $m_i$, but require only that the entries of $A$ have been rescaled so that $A_{ij} \leq 1$ for all $i$ and $j$. The $m_i$ is important, however, in accelerating the convergence of MART.

Notice that we can write $x_{j}^{k+1}$ as a weighted geometric mean of $x_j^k$ and $x_j^k \left( \frac{b_i}{(Ax^k)_i} \right)$:

$$x_{j}^{k+1} = \left( x_j^k \right)^{1-m_i^{-1} A_{ij}} \left( x_j^k \left( \frac{b_i}{(Ax^k)_i} \right) \right)^{m_i^{-1} A_{ij}}.$$

(1.28)

This will help to motivate the EM-MART.

**Cross-Entropy**

For $a > 0$ and $b > 0$, let the cross-entropy or Kullback-Leibler (KL) distance from $a$ to $b$ be

$$KL(a,b) = a \log \frac{a}{b} + b - a,$$

(1.29)

with $KL(a,0) = +\infty$, and $KL(0,b) = b$. Extend to nonnegative vectors coordinate-wise, so that

$$KL(x,z) = \sum_{j=1}^{J} KL(x_j, z_j).$$

(1.30)
Then $KL(x, z) \geq 0$ and $KL(x, z) = 0$ if and only if $x = z$.

Unlike the Euclidean distance, the KL distance is not symmetric; $KL(Ax, b)$ and $KL(b, Ax)$ are distinct, and we can obtain different approximate solutions of $Ax = b$ by minimizing these two distances with respect to non-negative $x$. We discuss this point further in Chapter 11.

**Convergence of MART**

In the consistent case, by which we mean that $Ax = b$ has nonnegative solutions, we have the following convergence theorem for MART.

**Theorem 1.2** *In the consistent case, the MART converges to the unique nonnegative solution of $b = Ax$ for which the distance $KL(x, x^0)$ is minimized.*

If the starting vector $x^0$ is the vector whose entries are all one, then the MART converges to the solution that maximizes the Shannon entropy,

$$SE(x) = \sum_{j=1}^{J} x_j \log x_j - x_j.$$  \hfill (1.31)

As with ART, the speed of convergence is greatly affected by the ordering of the equations, converging most slowly when consecutive equations correspond to nearly parallel hyperplanes.

**Open Question:** When there are no nonnegative solutions, MART does not converge to a single vector, but, like ART, is always observed to produce a limit cycle of vectors. Unlike ART, there is no proof, so far, of the existence of a limit cycle for MART.

### 1.4 Emission Tomography

In our third example we focus on SPECT, which is somewhat simpler to describe than PET, although the reconstruction problems are essentially the same. We take $x_j \geq 0$, $j = 1, ..., J$, to be the unknown concentrations of radionuclide at the $j$th pixel, and assume that $x_j$ is also the expected number of photons emitted at the $j$th pixel during the scanning time. For $i = 1, ..., I$, the random variable $Y_i$ is the expected number of photons detected at the $i$th gamma camera during the scanning, the quantity $y_i > 0$ is the actual photon count, and $P_{i,j}$ is the probability that a photon emitted from pixel $j$ will be detected at detector $i$. The entries of the matrix $P = [P_{i,j}]$ are non-negative and we assume that $s_j = \sum_{i=1}^{I} P_{i,j} > 0$, for all $j$. It is assumed that the random variables $Y_i$ are independent, and each is Poisson-distributed, with mean $(Px)_i$, where $x = (x_1, ..., x_J)^T$ is the vector of unknown intensities. The entries of $x$ are taken to be parameters to be estimated by likelihood maximization.
1.4.1 The EMML Algorithm

The expectation maximization (EM) approach to likelihood maximization \([100]\) is not a single algorithm, but a template for the design of algorithms. For the SPECT case, the EM approach leads to the EMML algorithm. Having selected a positive starting vector \(x^0\), and having calculated \(x^k\), the next iterate \(x^{k+1}\) is found using

\[
x^{k+1}_j = x^k_j s_j^{-1} \sum_{i=1}^{I} P_{i,j} \frac{y_i}{(Px)^i},
\]

for each \(j\). It has been shown that, for any \(x^0 > 0\), the sequence \(\{x^k\}\) converges to a maximizer of the likelihood. It is reasonable to ask if there is any connection between the ART and the EMML.

1.4.2 Relating the ART and the EMML

Both the ART and the EMML algorithm are used for medical image reconstruction, but there the resemblance seems to end. The ART is a sequential algorithm, using only one data value at a time, while the EMML is simultaneous, using all the data at each step. The EMML has its roots in statistical parameter estimation, while the ART is a deterministic method for solving systems of linear equations. The ART can be used to solve any system of linear equations, while the solutions sought using the EMML method must be non-negative vectors. The ART employs orthogonal projection onto hyperplanes, while the EMML algorithm is best studied using the Kullback-Leibler, or cross-entropy, measure of distance. The ART converges relatively quickly, while the EMML is known to be slow.

The first step in connecting the ART and the EMML algorithm is to formulate the EMML as a method for solving a system of linear equations. The Kullback-Leibler distance is essential here. Maximizing the likelihood in the SPECT case is equivalent to minimizing \(KL(y, Px)\) over all non-negative vectors \(x\), where \(y = (y_1, ..., y_I)^T\). Therefore, the EMML algorithm can be viewed as a general iterative method for finding an exact or approximate non-negative solution for a non-negative system of linear equations. The ART is a sequential algorithm, but it has simultaneous versions, Cimmino’s algorithm and the more general Landweber and projected Landweber methods.

The MART provides a second link between the ART and the EMML algorithm. Like the EMML, the MART can be viewed as a method for solving non-negative systems of linear equations. Like the EMML, the properties of the MART are best revealed using the KL distance. Finally, while the MART is a sequential algorithm, it has a simultaneous version, the SMART \([98, 184, 86, 46]\). By developing the SMART and the EMML...
in tandem, as in [48], we can see just how closely related these algorithms are. While the EMML minimizes $KL(y, Px)$, the SMART can be shown to minimize $KL(Px, y)$.

1.5 A Unifying Framework

The Landweber algorithm minimizes the function $f(x) = \frac{1}{2} \|Ax - b\|_2^2$, and converges to the least-squares solution of $Ax = b$ closest to the starting vector $x^0$ in the Euclidean distance. The EMML minimizes $f(x) = KL(y, Px)$, while the SMART minimizes $f(x) = KL(Px, y)$. All of these algorithms are sequential optimization methods, in the sense that one difficult minimization problem is replaced by a sequence of simpler ones. At each step of the iteration, we minimize a function of the form $f(x) + g_k(x)$, where the $g_k(x)$ can be chosen to permit the next iterate to be calculated in closed form, to impose constraints or penalize violations of the constraints, and to control the behavior of the sequence $\{f(x^k)\}$. In Chapter 2 we give some examples of sequential optimization, define the subclasses of auxiliary-function and SUMMA algorithms, and present brief discussions of several topics to be considered in more detail in subsequent chapters.
Figure 1.2: Farfield Measurements. The distance from $x$ to $P$ is approximately $D - x \cos \theta$. 
Figure 1.3: Extracting information in image reconstruction. The original is top, right. The DFT is the minimum-two-norm solution, and the PDFT is a minimum weighted-two-norm solution. The prior estimate is top, left.
Figure 1.4: Line integrals through a discretized object.
Figure 1.5: The ART algorithm in the consistent case.
Figure 1.6: The ART algorithm in the inconsistent case, illustrating sub-sequential convergence to a limit cycle.
Chapter 2

Sequential Optimization

The Landweber and projected Landweber algorithms, the SMART and the EMML are all examples of sequential optimization methods. Perhaps the best known examples of sequential optimization are the sequential unconstrained minimization (SUM) methods [117]. Auxiliary-function algorithms, a broad subclass of sequential optimization methods, provide a unifying framework for these and many other iterative algorithms. In this chapter we consider examples of SUM methods, define the AF and SUMMA classes of algorithms, and present brief discussions of several topics to be considered in more detail in subsequent chapters.

2.1 Overview

Consider the problem of optimizing a real-valued function $f$ over a subset $C$ of an arbitrary set $X$. There may well be no simple way to solve this problem and iterative methods may be required. Many well known iterative optimization methods can be described as sequential optimization methods. In such methods we replace the original problem with a sequence of simpler optimization problems, obtaining a sequence $\{x^k\}$ of members of the set $X$. Our hope is that this sequence $\{x^k\}$ will converge to a solution of the original problem, which, of course, will require a topology on $X$. We may lower our expectations and ask only that the sequence $\{f(x^k)\}$ converge to $d = \inf_{x \in C} f(x)$. Failing that, we may ask only that the sequence $\{f(x^k)\}$ be non-increasing. One way to design a sequential optimization algorithm is to use auxiliary functions. At the $k$th step of the iteration we minimize a function

$$G_k(x) = f(x) + g_k(x), \quad (2.1)$$

to obtain $x^k$. 


In SUM methods the auxiliary functions \( g_k(x) \) are selected to enforce the constraint that \( x \) be in \( C \), as in barrier-function methods, or to penalize violations of that constraint, such as in penalty-function methods.

Auxiliary-function (AF) methods, which we shall discuss in some detail, closely resemble SUM methods. In AF methods certain restrictions are placed on the auxiliary functions \( g_k(x) \) to control the behavior of the sequence \( \{f(x^k)\} \). Even when there are no constraints, the problem of minimizing a real-valued function may require iteration; the formalism of AF minimization can be useful in deriving such iterative algorithms, as well as in proving convergence. As originally formulated, barrier- and penalty-function algorithms are not in the AF class, but can be reformulated as AF algorithms.

In AF methods the auxiliary functions satisfy additional properties that guarantee that the sequence \( \{f(x^k)\} \) is non-increasing. To have the sequence \( \{f(x^k)\} \) converging to \( d \) we need to impose an additional condition on the \( g_k(x) \), the SUMMA condition. The SUMMA condition may seem quite restrictive and ad hoc, and the resulting SUMMA class of algorithms fairly limited, but this is not the case. Many of the best known iterative optimization methods either are in the SUMMA class, or, like the barrier- and penalty-function methods, can be reformulated as SUMMA algorithms.

### 2.2 Examples of SUM

Barrier-function algorithms and penalty-function algorithms are two of the best known examples of SUM.

#### 2.2.1 Barrier-Function Methods

Suppose that \( C \subseteq \mathbb{R}^J \) and \( b: C \rightarrow \mathbb{R} \) is a barrier function for \( C \), that is, \( b \) has the property that \( b(x) \rightarrow +\infty \) as \( x \) approaches the boundary of \( C \). At the \( k \)th step of the iteration we minimize

\[
B_k(x) = f(x) + \frac{1}{k} b(x) \tag{2.2}
\]

to get \( x^k \). Then each \( x^k \) is in \( C \). We want the sequence \( \{x^k\} \) to converge to some \( x^* \) in the closure of \( C \) that solves the original problem. Barrier-function methods are called interior-point methods because each \( x^k \) satisfies the constraints.

For example, suppose that we want to minimize the function \( f(x) = f(x_1, x_2) = x_1^2 + x_2^2 \), subject to the constraint that \( x_1 + x_2 \geq 1 \). The constraint is then written \( g(x_1, x_2) = 1 - (x_1 + x_2) \leq 0 \). We use the logarithmic barrier function \( b(x) = -\log(x_1 + x_2 - 1) \). For each positive
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integer \( k \), the vector \( x^k = (x_1^k, x_2^k) \) minimizing the function
\[
B_k(x) = x_1^2 + x_2^2 - \frac{1}{k} \log(x_1 + x_2 - 1) = f(x) + \frac{1}{k} b(x)
\]
has entries
\[
x_1^k = x_2^k = 1 + \frac{1}{4} \sqrt{1 + 4 \frac{1}{k}}.
\]
Notice that \( x_1^k + x_2^k > 1 \), so each \( x^k \) satisfies the constraint. As \( k \to +\infty \), \( x^k \) converges to \( (\frac{1}{2}, \frac{1}{2}) \), which is the solution to the original problem. The use of the logarithmic barrier function forces \( x_1 + x_2 - 1 \) to be positive, thereby enforcing the constraint on \( x = (x_1, x_2) \).

2.2.2 Penalty-Function Methods

Again, our goal is to minimize a function \( f : \mathbb{R}^d \to \mathbb{R} \), subject to the constraint that \( x \in C \), where \( C \) is a non-empty closed subset of \( \mathbb{R}^d \). We select a non-negative function \( p : \mathbb{R}^d \to \mathbb{R} \) with the property that \( p(x) = 0 \) if and only if \( x \) is in \( C \) and then, for each positive integer \( k \), we minimize
\[
P_k(x) = f(x) + kp(x),
\]
(2.3)
to get \( x^k \). We then want the sequence \( \{x^k\} \) to converge to some \( x^* \in C \) that solves the original problem. In order for this iterative algorithm to be useful, each \( x^k \) should be relatively easy to calculate.

If, for example, we should select \( p(x) = +\infty \) for \( x \) not in \( C \) and \( p(x) = 0 \) for \( x \) in \( C \), then minimizing \( P_k(x) \) is equivalent to the original problem and we have achieved nothing.

As an example, suppose that we want to minimize the function \( f(x) = (x + 1)^2 \), subject to \( x \geq 0 \). Let us select \( p(x) = x^2 \), for \( x \leq 0 \), and \( p(x) = 0 \) otherwise. Then \( x^k = \frac{1}{x + 1} \), which converges to the right answer, \( x^* = 0 \), as \( k \to \infty \).

2.3 Auxiliary-Function Methods

In this section we define auxiliary-function methods, establish their basic properties, and give several examples to be considered in more detail later.

2.3.1 General AF Methods

Let \( C \) be a non-empty subset of an arbitrary set \( X \), and \( f : X \to \mathbb{R} \). We want to minimize \( f(x) \) over \( x \) in \( C \). At the \( k \)th step of an auxiliary-function (AF) algorithm we minimize
\[
G_k(x) = f(x) + g_k(x)
\]
(2.4)
over \( x \in C \) to obtain \( x^k \). Our main objective is to select the \( g_k(x) \) so that the infinite sequence \( \{x^k\} \) generated by our algorithm converges to a solution of the problem; this, of course, requires some topology on the set \( X \). Failing that, we want the sequence \( \{f(x^k)\} \) to converge to \( d = \inf \{f(x) | x \in C\} \) or, at the very least, for the sequence \( \{f(x^k)\} \) to be non-increasing.

### 2.3.2 AF Requirements

For AF methods we require that the auxiliary functions \( g_k(x) \) be chosen so that \( g_k(x) \geq 0 \) for all \( x \in C \) and \( g_k(x^{k-1}) = 0 \). We then have the following proposition.

**Proposition 2.1** Let the sequence \( \{x^k\} \) be generated by an AF algorithm. Then the sequence \( \{f(x^k)\} \) is non-increasing, and, if \( d \) is finite, the sequence \( \{g_k(x^k)\} \) converges to zero.

**Proof:** We have

\[
 f(x^k) + g_k(x^k) = G_k(x^k) \leq G_k(x^{k-1}) = f(x^{k-1}) + g_k(x^{k-1}) = f(x^{k-1}).
\]

Therefore,

\[
 f(x^{k-1}) - f(x^k) \geq g_k(x^k) \geq 0.
\]

Since the sequence \( \{f(x^k)\} \) is decreasing and bounded below by \( d \), the difference sequence must converge to zero, if \( d \) is finite; therefore, the sequence \( \{g_k(x^k)\} \) converges to zero in this case.

The auxiliary functions used in Equation (2.2) do not have these properties but the barrier-function algorithm can be reformulated as an AF method. The iterate \( x^k \) obtained by minimizing \( B_k(x) \) in Equation (2.2) also minimizes the function

\[
 G_k(x) = f(x) + [(k-1)f(x) + b(x)] - [(k-1)f(x^{k-1}) + b(x^{k-1})]. \tag{2.5}
\]

The auxiliary functions

\[
 g_k(x) = [(k-1)f(x) + b(x)] - [(k-1)f(x^{k-1}) + b(x^{k-1})] \tag{2.6}
\]

now have the desired properties. In addition, we have \( G_k(x) - G_k(x^k) = g_{k+1}(x) \) for all \( x \in C \), which will become significant shortly.

As originally formulated, the penalty-function methods do not fit into the class of AF methods we consider here. However, a reformulation of the penalty-function approach, with \( p(x) \) and \( f(x) \) switching roles, permits the penalty-function methods to be studied as barrier-function methods, and therefore as acceptable AF methods.
2.3. Auxiliary-Function Methods

2.3.3 Majorization Minimization

Majorization minimization (MM), also called optimization transfer, is a technique used in statistics to convert a difficult optimization problem into a sequence of simpler ones [173, 21, 147]. The MM method requires that we majorize the objective function \( f(x) \) with \( g(x|y) \), such that \( g(x|y) \geq f(x) \), for all \( x \), and \( g(y|y) = f(y) \). At the \( k \)th step of the iterative algorithm we minimize the function \( g(x|x^{k-1}) \) to get \( x^k \).

The MM methods are members of the AF class. At the \( k \)th step of an MM iteration we minimize

\[
G_k(x) = f(x) + [g(x|x^{k-1}) - f(x)] = f(x) + d(x, x^{k-1}),
\]

(2.7)

where \( d(x, z) \) is some distance function satisfying \( d(x, z) \geq 0 \) and \( d(z, z) = 0 \). Since \( g_k(x) = d(x, x^{k-1}) \geq 0 \) and \( g_k(x^{k-1}) = 0 \), MM methods are also AF methods; it then follows that the sequence \( \{f(x^k)\} \) is non-increasing.

All MM algorithms have the form \( x^k = Tx^{k-1} \), where \( T \) is the operator defined by

\[
Tz = \arg\min_x \{f(x) + d(x, z)\}.
\]

(2.8)

If \( d(x, z) = \frac{1}{2}\|x - z\|^2 \), then \( T \) is Moreau’s proximity operator \( \text{prox}_f(z) \) [159, 160, 161].

2.3.4 The Method of Auslander and Teboulle

The method of Auslander and Teboulle [7] is a particular example of an MM algorithm. We take \( C \) to be a closed, non-empty, convex subset of \( \mathbb{R}^J \), with interior \( U \). At the \( k \)th step of their method one minimizes a function

\[
G_k(x) = f(x) + d(x, x^{k-1})
\]

(2.9)

to get \( x^k \). Their distance \( d(x, y) \) is defined for \( x \) and \( y \) in \( U \), and the gradient with respect to the first variable, denoted \( \nabla_1 d(x, y) \), is assumed to exist. The distance \( d(x, y) \) is not assumed to be a Bregman distance. Instead, they assume that the distance \( d \) has an associated induced proximal distance \( H(a, b) \geq 0 \), finite for \( a \) and \( b \) in \( U \), with \( H(a, a) = 0 \) and

\[
\langle \nabla_1 d(b, a), c - b \rangle \leq H(c, a) - H(c, b),
\]

(2.10)

for all \( c \) in \( U \).

If \( d = D_h \), that is, if \( d \) is a Bregman distance, then from the equation

\[
\langle \nabla_1 d(b, a), c - b \rangle = D_h(c, a) - D_h(c, b) - D_h(b, a)
\]

(2.11)

we see that \( D_h \) has \( H = D_h \) for its associated induced proximal distance, so \( D_h \) is self-proximal, in the terminology of [7].
2.3.5 The EM Algorithm

The expectation maximization maximum likelihood (EM) “algorithm” is not a single algorithm, but a framework, or, as the authors of [21] put it, a “prescription”, for constructing algorithms. Nevertheless, we shall refer to it as the EM algorithm.

The EM algorithm is always presented within the context of statistical likelihood maximization, but the essence of this method is not stochastic; the EM algorithms can be shown to form a subclass of AF methods. We present now the essential aspects of the EM algorithm without relying on statistical concepts.

The problem is to maximize a non-negative function $f: Z \rightarrow \mathbb{R}$, where $Z$ is an arbitrary set; in the stochastic context $f(z)$ is a likelihood function of the parameter vector $z$. We assume that there is $z^* \in Z$ with $f(z^*) \geq f(z)$, for all $z \in Z$.

We also assume that there is a non-negative function $b: \mathbb{R}^J \times Z \rightarrow \mathbb{R}$ such that $f(z) = \int b(x, z) dx$.

Having found $z^{k-1}$, we maximize the function

$$H(z^{k-1}, z) = \int b(x, z^{k-1}) \log b(x, z) dx$$

(2.12)

to get $z^k$. Adopting such an iterative approach presupposes that maximizing $H(z^{k-1}, z)$ is simpler than maximizing $f(z)$ itself. This is the case with the EM algorithms.

One of the most useful and easily proved facts about the Kullback-Leibler distance is contained in the following lemma.

**Lemma 2.1** For non-negative vectors $x$ and $z$, with $z_+ = \sum_{j=1}^J z_j > 0$, we have

$$KL(x, z) = KL(x_+, z_+) + KL(x, \frac{x_+}{z_+} z).$$

(2.13)

This lemma can be extended to obtain the following useful identity; we simplify the notation by setting $b(z) = b(x, z)$.

**Lemma 2.2** For $f(z)$ and $b(x, z)$ as above, and $z$ and $w$ in $Z$, with $f(w) > 0$, we have

$$KL(b(z), b(w)) = KL(f(z), f(w)) + KL(b(z), (f(z)/f(w))b(w)).$$

(2.14)

Maximizing $H(z^{k-1}, z)$ is equivalent to minimizing

$$G_k(z) = G(z^{k-1}, z) = -f(z) + KL(b(z^{k-1}), b(z)).$$

(2.15)
where
\[ g_k(z) = KL(b(z^{k-1}), b(z)) = \int KL(b(x, z^{k-1}), b(x, z)) dx. \] (2.16)

Since \( g_k(z) \geq 0 \) for all \( z \) and \( g_k(z^{k-1}) = 0 \), we have an AF method. Without additional restrictions, we cannot conclude that \( \{f(x^k)\} \) converges to \( f(z^*) \).

We get \( z^k \) by minimizing \( G_k(z) = G(z^{k-1}, z) \). When we minimize \( G(z, z^k) \), we get \( z^k \) again. Therefore, we can put the EM algorithm into the alternating minimization (AM) framework of Csiszár and Tusnády [97], to be discussed later.

2.4 The SUMMA Class of AF Methods

As we have seen, whenever the sequence \( \{x^k\} \) is generated by an AF algorithm, the sequence \( \{f(x^k)\} \) is non-increasing. We want more, however; we want the sequence \( \{f(x^k)\} \) to converge to \( d = \inf_{x \in C} f(x) \). This happens for those AF algorithms in the SUMMA class.

2.4.1 The SUMMA Property

An AF algorithm is said to be in the SUMMA class if the auxiliary functions \( g_k(x) \) are chosen so that the SUMMA property holds; that is,
\[ G_k(x) - G_k(x^k) \geq g_{k+1}(x) \geq 0, \] (2.17)
for all \( x \in C \). As we saw previously, the reformulated barrier-function method is in the SUMMA class. We have the following theorem.

**Theorem 2.1** If the sequence \( \{x^k\} \) is generated by an algorithm in the SUMMA class, then the sequence \( \{f(x^k)\} \) converges to \( d = \inf_{x \in C} f(x) \).

**Proof:** Suppose that there is \( d^* > d \) with \( f(x^k) \geq d^* \), for all \( k \). Then there is \( z \) in \( C \) with
\[ f(x^k) \geq d^* > f(z) \geq d, \]
for all \( k \). Using the inequality (2.17) we have
\[ g_k(z) - g_{k+1}(z) \geq f(x^k) + g_k(x^k) - f(z) \geq f(x^k) - f(z) \geq d^* - f(z) > 0. \]

This tells us that the nonnegative sequence \( \{g_k(z)\} \) is decreasing, but that successive differences remain bounded away from zero, which cannot happen.
2.4.2 Auslander and Teboulle Revisited

The method of Auslander and Teboulle described previously seems not to be a particular case of SUMMA. However, we can adapt the proof of Theorem 2.1 to prove the analogous result for their method. We assume that \( f(\hat{x}) \leq f(x) \), for all \( x \) in \( C \).

**Theorem 2.2** For \( k = 2, 3, \ldots, \) let \( x^k \) minimize the function

\[
G_k(x) = f(x) + d(x, x^{k-1}).
\]

If the distance \( d \) has an induced proximal distance \( H \), then \( \{f(x^k)\} \to f(\hat{x}) \).

**Proof:** We know that the sequence \( \{f(x^k)\} \) is decreasing and the sequence \( \{d(x^k, x^{k-1})\} \) converges to zero. Now suppose that

\[
f(x^k) \geq f(\hat{x}) + \delta,
\]

for some \( \delta > 0 \) and all \( k \). Since \( \hat{x} \) is in \( C \), there is \( z \) in \( U \) with

\[
f(x^k) \geq f(z) + \frac{\delta}{2},
\]

for all \( k \). Since \( x^k \) minimizes \( F_k(x) \), it follows that

\[
0 = \nabla f(x^k) + \nabla_1 d(x^k, x^{k-1}).
\]

Using the convexity of the function \( f(x) \) and the fact that \( H \) is an induced proximal distance, we have

\[
0 < \frac{\delta}{2} \leq f(x^k) - f(z) \leq \langle -\nabla f(x^k), z - x^k \rangle = \langle \nabla_1 d(x^k, x^{k-1}), z - x^k \rangle \leq H(z, x^{k-1}) - H(z, x^k).
\]

Therefore, the nonnegative sequence \( \{H(z, x^k)\} \) is decreasing, but its successive differences remain bounded below by \( \frac{\delta}{2} \), which is a contradiction.

It is interesting to note that the Auslander-Teboulle approach places a restriction on the function \( d(x, y) \), the existence of the induced proximal distance \( H \), that is unrelated to the objective function \( f(x) \), but this condition is helpful only for convex \( f(x) \). In contrast, the SUMMA approach requires that

\[
0 \leq g_{k+1}(x) \leq G_k(x) - G_k(x^k),
\]

which involves the \( f(x) \) being minimized, but does not require that this \( f(x) \) be convex.
2.4.3 Proximal Minimization

Let $f : \mathbb{R}^J \to (-\infty, +\infty]$ be a convex differentiable function. Let $h$ be another convex function, with effective domain $D$, that is differentiable on the nonempty open convex set $\text{int} \ D$. Assume that $f(x)$ is finite on $C = \overline{D}$ and attains its minimum value on $C$ at $\hat{x}$. The corresponding Bregman distance $D_h(x, z)$ is defined for $x$ in $D$ and $z$ in $\text{int} \ D$ by

$$D_h(x, z) = h(x) - h(z) - \langle \nabla h(z), x - z \rangle.$$  \hfill (2.18)

Note that $D_h(x, z) \geq 0$ always. If $h$ is essentially strictly convex, then $D_h(x, z) = 0$ implies that $x = z$. Our objective is to minimize $f(x)$ over $x$ in $C$.

At the $k$th step of a proximal minimization algorithm (PMA) [88, 54], we minimize the function

$$G_k(x) = f(x) + D_h(x, x^{k-1}),$$ \hfill (2.19)

to get $x^k$. The function

$$g_k(x) = D_h(x, x^{k-1})$$ \hfill (2.20)

is nonnegative and $g_k(x^{k-1}) = 0$. We assume that each $x^k$ lies in $\text{int} \ D$. As we shall see,

$$G_k(x) - G_k(x^k) \geq D_h(x, x^k) = g_{k+1}(x) \geq 0,$$ \hfill (2.21)

so the PMA is in the SUMMA class.

The PMA can present some computational obstacles. When we minimize $G_k(x)$ to get $x^k$ we find that we must solve the equation

$$\nabla h(x^{k-1}) - \nabla h(x^k) \in \partial f(x^k),$$ \hfill (2.22)

where the set $\partial f(x)$ is the sub-differential of $f$ at $x$, given by

$$\partial f(x) := \{u | \langle u, y - x \rangle \leq f(y) - f(x), \text{ for all } y \}.$$ \hfill (2.23)

When $f(x)$ is differentiable, we must solve

$$\nabla f(x^k) + \nabla h(x^k) = \nabla h(x^{k-1}).$$ \hfill (2.24)

A modification of the PMA, called the IPA for interior-point algorithm [54, 62], is designed to overcome these computational obstacles. We describe the IPA in the next subsection. Another modification of the PMA that is similar to the IPA is the forward-backward splitting (FBS) method to be discussed in Chapter 5.
2.4.4 The IPA

In this subsection we describe a modification of the PMA, an interior-point algorithm called the IPA, that helps us overcome the computational obstacles encountered in the PMA. To simplify the discussion, we assume in this subsection that $f(x)$ is differentiable.

At the $k$th step of the PMA we minimize

$$G_k(x) = f(x) + Dh(x, x^{k-1}),$$  \hspace{1cm} \text{(2.25)}

where $h(x)$ is as in the previous subsection. Writing

$$a(x) = h(x) + f(x),$$  \hspace{1cm} \text{(2.26)}

we must solve the equation

$$\nabla a(x^k) = \nabla a(x^{k-1}) - \nabla f(x^{k-1}).$$  \hspace{1cm} \text{(2.27)}

In the IPA we select $a(x)$ so that Equation (2.27) is easily solved and so that $h(x) = a(x) - f(x)$ is convex and differentiable. We shall present several examples of the IPA in Chapter 4.
Chapter 3

Barrier-Function and Penalty-Function Methods

Barrier-function and penalty-function methods are the best known examples of sequential optimization. In their usual formulations neither fits into the AF class of algorithms. However, barrier-function algorithms can be reformulated to fit into the SUMMA class, while penalty-function methods can be converted to barrier-function methods by switching the roles of the objective and penalty functions.

3.1 Barrier Functions

Let $b(x) : \mathbb{R}^J \to (-\infty, +\infty]$ be continuous, with effective domain the set

$$D = \{x | b(x) < +\infty\}.$$

The goal is to minimize the objective function $f(x)$, over $x$ in $C$, the closure of $D$. We assume that there is $\hat{x} \in C$ with $f(\hat{x}) \leq f(x)$, for all $x$ in $C$.

In the barrier-function method, we minimize

$$B_k(x) = f(x) + \frac{1}{k}b(x) \quad (3.1)$$

over $x$ in $D$ to get $x^k$. Each $x^k$ lies within $D$, so the method is an interior-point algorithm. If the sequence $\{x^k\}$ converges, the limit vector $x^*$ will be in $C$ and $f(x^*) = f(\hat{x})$.

Barrier functions typically have the property that $b(x) \to +\infty$ as $x$ approaches the boundary of $D$, so not only is $x^k$ prevented from leaving $D$, it is discouraged from approaching the boundary.
3.2 Examples of Barrier Functions

Consider the convex programming (CP) problem of minimizing the convex function
\[ f : \mathbb{R}^I \to \mathbb{R}, \] subject to \( g_i(x) \leq 0, \) where each \( g_i : \mathbb{R}^I \to \mathbb{R} \) is convex, for \( i = 1, ..., I. \) Let \( D = \{x | g_i(x) < 0, i = 1, ..., I\}; \) then \( D \) is open. We consider two barrier functions appropriate for this problem.

### 3.2.1 The Logarithmic Barrier Function

A suitable barrier function is the logarithmic barrier function
\[ b(x) = \left(- \sum_{i=1}^{I} \log(-g_i(x)) \right). \tag{3.2} \]

The function \(-\log(-g_i(x))\) is defined only for those \( x \) in \( D, \) and is positive for \( g_i(x) > -1. \) If \( g_i(x) \) is near zero, then so is \(-g_i(x)\) and \( b(x) \) will be large.

### 3.2.2 The Inverse Barrier Function

Another suitable barrier function is the inverse barrier function
\[ b(x) = \sum_{i=1}^{I} \frac{-1}{g_i(x)}, \tag{3.3} \]
defined for those \( x \) in \( D. \)

In both examples, when \( k \) is small, the minimization pays more attention to \( b(x), \) and less to \( f(x), \) forcing the \( g_i(x) \) to be large negative numbers. But, as \( k \) grows larger, more attention is paid to minimizing \( f(x) \) and the \( g_i(x) \) are allowed to be smaller negative numbers. By letting \( k \to \infty, \) we obtain an iterative method for solving the constrained minimization problem.

Barrier-function methods are particular cases of the SUMMA. The iterative step of the barrier-function method can be formulated as follows: minimize
\[ f(x) + [(k - 1)f(x) + b(x)] \tag{3.4} \]
to get \( x^k. \) Since, for \( k = 2, 3, ..., \) the function
\[ (k - 1)f(x) + b(x) \tag{3.5} \]
is minimized by \( x^{k-1}, \) the function
\[ g_k(x) = (k - 1)f(x) + b(x) - (k - 1)f(x^{k-1}) - b(x^{k-1}) \tag{3.6} \]
is nonnegative, and \( x^k \) minimizes the function

\[
G_k(x) = f(x) + g_k(x).
\]  

(3.7)

From

\[
G_k(x) = f(x) + (k - 1)f(x) + b(x) - (k - 1)f(x^{k-1}) - b(x^{k-1}),
\]

it follows that

\[
G_k(x) - G_k(x^k) = kf(x) + b(x) - kf(x^k) - b(x^k) = g_{k+1}(x),
\]

so that \( g_{k+1}(x) \) satisfies the condition in (2.17). This shows that the barrier-function method is a particular case of SUMMA.

From the properties of SUMMA algorithms, we conclude that \( \{f(x^k)\} \) is decreasing to \( f(\hat{x}) \), and that \( \{g_k(x^k)\} \) converges to zero. From the non-negativity of \( g_k(x^k) \) we have that

\[(k - 1)(f(x^k) - f(x^{k-1})) \geq b(x^{k-1}) - b(x^k)\]

Since the sequence \( \{f(x^k)\} \) is decreasing, the sequence \( \{b(x^k)\} \) must be increasing, but might not be bounded above.

If \( \hat{x} \) is unique, and \( f(x) \) has bounded level sets, then it follows, from our discussion of SUMMA, that \( \{x^k\} \rightarrow \hat{x} \). Suppose now that \( \hat{x} \) is not known to be unique, but can be chosen in \( D \), so that \( G_k(\hat{x}) \) is finite for each \( k \). From

\[
f(\hat{x}) + \frac{1}{k} b(\hat{x}) \geq f(x^k) + \frac{1}{k} b(x^k)
\]

we have

\[
\frac{1}{k} \left( b(\hat{x}) - b(x^k) \right) \geq f(x^k) - f(\hat{x}) \geq 0,
\]

so that

\[b(\hat{x}) - b(x^k) \geq 0,
\]

for all \( k \). If either \( f \) or \( b \) has bounded level sets, then the sequence \( \{x^k\} \) is bounded and has a cluster point, \( x^* \) in \( C \). It follows that \( b(x^*) \leq b(\hat{x}) < +\infty \), so that \( x^* \) is in \( D \). If we assume that \( f(x) \) is convex and \( b(x) \) is strictly convex on \( D \), then we can show that \( x^* \) is unique in \( D \), so that \( x^* = \hat{x} \) and \( \{x^k\} \rightarrow \hat{x} \).

To see this, assume, to the contrary, that there are two distinct cluster points \( x^* \) and \( x^{**} \) in \( D \), with

\[
\{x^{kn}\} \rightarrow x^*,
\]

and

\[
\{x^{jn}\} \rightarrow x^{**}.
\]
Without loss of generality, we assume that
\[ 0 < k_n < j_n < k_{n+1}, \]
for all \( n \), so that
\[ b(x^{k_n}) \leq b(x^{j_n}) \leq b(x^{k_{n+1}}). \]
Therefore,
\[ b(x^*) = b(x^{**}) \leq b(\hat{x}). \]
From the strict convexity of \( b(x) \) on the set \( D \), and the convexity of \( f(x) \), we conclude that, for \( 0 < \lambda < 1 \) and \( y = (1 - \lambda)x^* + \lambda x^{**} \), we have \( b(y) < b(x^*) \) and \( f(y) \leq f(x^*) \). But, we must then have \( f(y) = f(x^*) \). There must then be some \( k_n \) such that
\[ G_{k_n}(y) = f(y) + \frac{1}{k_n}b(y) < f(x_{k_n}) + \frac{1}{k_n}b(x_{k_n}) = G_{k_n}(x^{k_n}). \]
But, this is a contradiction.

The following theorem summarizes what we have shown with regard to the barrier-function method.

**Theorem 3.1** Let \( f : \mathbb{R}^J \to (-\infty, +\infty] \) be a continuous function. Let \( b(x) : \mathbb{R}^J \to (0, +\infty] \) be a continuous function, with effective domain the nonempty set \( D \). Let \( \hat{x} \) minimize \( f(x) \) over all \( x \) in \( C = \overline{D} \). For each positive integer \( k \), let \( x^k \) minimize the function \( f(x) + \frac{1}{k}b(x) \). Then the sequence \( \{f(x^k)\} \) is monotonically decreasing to the limit \( f(\hat{x}) \), and the sequence \( \{b(x^k)\} \) is increasing. If \( \hat{x} \) is unique, and \( f(x) \) has bounded level sets, then the sequence \( \{x^k\} \) converges to \( \hat{x} \). In particular, if \( \hat{x} \) can be chosen in \( D \), if either \( f(x) \) or \( b(x) \) has bounded level sets, if \( f(x) \) is convex and \( b(x) \) is strictly convex on \( D \), then \( \hat{x} \) is unique in \( D \) and \( \{x^k\} \) converges to \( \hat{x} \).

At the \( k \)th step of the barrier method we must minimize the function \( f(x) + \frac{1}{k}b(x) \). In practice, this must also be performed iteratively, with, say, the Newton-Raphson algorithm. It is important, therefore, that barrier functions be selected so that relatively few Newton-Raphson steps are needed to produce acceptable solutions to the main problem. For more on these issues see Renegar [180] and Nesterov and Nemirovski [166].

### 3.3 Penalty Functions

When we add a barrier function to \( f(x) \) we restrict the domain. When the barrier function is used in a sequential unconstrained minimization algorithm, the vector \( x^k \) that minimizes the function \( B_k(x) = f(x) + \frac{1}{k}b(x) \) lies in the effective domain \( D \) of \( b(x) \), and we proved that, under certain
3.4. Examples of Penalty Functions

Consider the convex programming problem. We wish to minimize the convex function \( f(x) \) over all \( x \) for which the convex functions \( g_i(x) \leq 0 \), for \( i = 1, \ldots, I \).

3.4.1 The Absolute-Value Penalty Function

We let \( g_i^+(x) = \max\{g_i(x), 0\} \), and

\[
p(x) = \sum_{i=1}^{I} g_i^+(x).
\]

(3.8)

This is the Absolute-Value penalty function; it penalizes violations of the constraints \( g_i(x) \leq 0 \), but does not forbid such violations. Then, for \( k = 1, 2, \ldots \), we minimize

\[
P_k(x) = f(x) + kp(x),
\]

(3.9)

to get \( x^k \). As \( k \to +\infty \), the penalty function becomes more heavily weighted, so that, in the limit, the constraints \( g_i(x) \leq 0 \) should hold. Because only the limit vector satisfies the constraints, and the \( x^k \) are allowed to violate them, such a method is called an exterior-point method.

3.4.2 The Courant-Beltrami Penalty Function

The Courant-Beltrami penalty-function method is similar, but uses

\[
p(x) = \sum_{i=1}^{I} [g_i^+(x)]^2.
\]

(3.10)

3.4.3 The Quadratic-Loss Penalty Function

Penalty methods can also be used with equality constraints. Consider the problem of minimizing the convex function \( f(x) \), subject to the constraints
The quadratic-loss penalty function is
\[ p(x) = \frac{1}{2} \sum_{i=1}^{I} (g_i(x))^2. \] (3.11)

The inclusion of a penalty term can serve purposes other than to impose constraints on the location of the limit vector. In image processing, it is often desirable to obtain a reconstructed image that is locally smooth, but with well defined edges. Penalty functions that favor such images can then be used in the iterative reconstruction [119]. We survey several instances in which we would want to use a penalized objective function.

### 3.4.4 Regularized Least-Squares

Suppose we want to solve the system of equations \( Ax = b \). The problem may have no exact solution, precisely one solution, or there may be infinitely many solutions. If we minimize the function
\[ f(x) = \frac{1}{2} \| Ax - b \|_2^2, \]
we get a least-squares solution, generally, and an exact solution, whenever exact solutions exist. When the matrix \( A \) is ill-conditioned, small changes in the vector \( b \) can lead to large changes in the solution. When the vector \( b \) comes from measured data, the entries of \( b \) may include measurement errors, so that an exact solution of \( Ax = b \) may be undesirable, even when such exact solutions exist; exact solutions may correspond to \( x \) with unacceptably large norm, for example. In such cases, we may, instead, wish to minimize a function such as
\[
\frac{1}{2} \| Ax - b \|_2^2 + \frac{\epsilon}{2} \| x - z \|_2^2, \] (3.12)
for some vector \( z \). If \( z = 0 \), the minimizing vector \( x_\epsilon \) is then a norm-constrained least-squares solution. We then say that the least-squares problem has been regularized. In the limit, as \( \epsilon \to 0 \), these regularized solutions \( x_\epsilon \) converge to the least-squares solution closest to \( z \).

Suppose the system \( Ax = b \) has infinitely many exact solutions. Our problem is to select one. Let us select \( z \) that incorporates features of the desired solution, to the extent that we know them \textit{a priori}. Then, as \( \epsilon \to 0 \), the vectors \( x_\epsilon \) converge to the exact solution closest to \( z \). For example, taking \( z = 0 \) leads to the minimum-norm solution.

### 3.4.5 Minimizing Cross-Entropy

In image processing, it is common to encounter systems \( Px = y \) in which all the terms are non-negative. In such cases, it may be desirable to solve the
3.4. EXAMPLES OF PENALTY FUNCTIONS

System $Px = y$, approximately, perhaps, by minimizing the cross-entropy or Kullback-Leibler distance

$$KL(y, Px) = \sum_{i=1}^{I} \left( y_i \log \frac{y_i}{(Px)_i} + (Px)_i - y_i \right),$$

(3.13)

over vectors $x \geq 0$. When the vector $y$ is noisy, the resulting solution, viewed as an image, can be unacceptable. It is wise, therefore, to add a penalty term, such as $p(x) = \epsilon KL(z, x)$, where $z > 0$ is a prior estimate of the desired $x [145, 193, 146, 46]$.

A similar problem involves minimizing the function $KL(Px, y)$. Once again, noisy results can be avoided by including a penalty term, such as $p(x) = \epsilon KL(x, z) [46]$.

3.4.6 The Lagrangian in Convex Programming

When there is a sensitivity vector $\lambda$ for the CP problem, minimizing $f(x)$ is equivalent to minimizing the Lagrangian,

$$f(x) + \sum_{i=1}^{I} \lambda_i g_i(x) = f(x) + p(x);$$

(3.14)

in this case, the addition of the second term, $p(x)$, serves to incorporate the constraints $g_i(x) \leq 0$ in the function to be minimized, turning a constrained minimization problem into an unconstrained one. The problem of minimizing the Lagrangian still remains, though. We may have to solve that problem using an iterative algorithm.

3.4.7 Infimal Convolution

The infimal convolution of the functions $f$ and $g$ is defined as

$$(f \oplus g)(z) = \inf_x \left\{ f(x) + g(z - x) \right\}.$$ 

The infimal deconvolution of $f$ and $g$ is defined as

$$(f \ominus g)(z) = \sup_x \left\{ f(z - x) - g(x) \right\}.$$ 

3.4.8 Moreau’s Proximity-Function Method

The Moreau envelope of the function $f$ is the function

$$m_f(z) = \inf_x \left\{ f(x) + \frac{1}{2} \| x - z \|_2^2 \right\},$$

(3.15)
which is also the *infimal convolution* of the functions $f(x)$ and $\frac{1}{2}\|x\|_2^2$. It can be shown that the infimum is uniquely attained at the point denoted $x = \text{prox}_f z$ (see [181]). In similar fashion, we can define $m_f z$ and $\text{prox}_f z$, where $f^*(z)$ denotes the function conjugate to $f$.

Let $z$ be fixed and $\hat{x}$ minimize the function

$$f(x) + \frac{1}{2\gamma}\|x - z\|_2^2. \quad (3.16)$$

Then we have

$$0 \in \partial f(\hat{x}) + \frac{1}{\gamma}(\hat{x} - z),$$

or

$$z - \hat{x} \in \partial (\gamma f)(\hat{x}).$$

If $z - x \in \partial f(x)$ and $z - y \in \partial f(y)$, then $x = y$: we have

$$f(y) - f(x) \geq \langle z - x, y - x \rangle,$$

and

$$f(x) - f(y) \geq \langle z - y, x - y \rangle = \langle z - y, y - x \rangle.$$

Adding, we get

$$0 \geq \langle y - x, y - x \rangle = \|y - x\|_2^2.$$

We can then say that $x = \text{prox}_f(z)$ is characterized by the inequality

$$z - x \in \partial f(x). \quad (3.17)$$

Consequently, we can write

$$\hat{x} = \text{prox}_f(z).$$

**Proposition 3.1** The infimum of $m_f(z)$, over all $z$, is the same as the infimum of $f(x)$, over all $x$.

**Proof:** We have

$$\inf_z m_f(z) = \inf_x \{f(x) + \frac{1}{2}\|x - z\|_2^2\} = \inf_x \inf_z \{f(x) + \frac{1}{2}\|x - z\|_2^2\} = \inf_x f(x).$$

The minimizers of $m_f(z)$ and $f(x)$ are the same, as well. Therefore, one way to use Moreau’s method is to replace the original problem of minimizing the possibly non-smooth function $f(x)$ with the problem of minimizing the smooth function $m_f(z)$. Another way is to convert Moreau’s method into a sequential minimization algorithm, replacing $z$ with $x^{k-1}$ and minimizing with respect to $x$ to get $x^k$. This leads to the proximal minimization algorithm.
3.5 Basic Facts

Once again, our objective is to find a sequence \( \{x^k\} \) such that \( \{f(x^k)\} \rightarrow d \).

We select a penalty function \( p(x) \) with \( p(x) \geq 0 \) and \( p(x) = 0 \) if and only if \( x \) is in \( C \). For \( k = 1, 2, \ldots \), let \( x^k \) be a minimizer of the function \( f(x) + kp(x) \).

As we shall see, we can formulate this penalty-function algorithm as a barrier-function iteration.

In order to relate penalty-function methods to barrier-function methods, we note that minimizing \( P_k(x) = f(x) + kp(x) \) is equivalent to minimizing \( p(x) + \frac{1}{k} f(x) \). This is the form of the barrier-function iteration, with \( p(x) \) now in the role previously played by \( f(x) \), and \( f(x) \) now in the role previously played by \( b(x) \). We are not concerned here with the effective domain of \( f(x) \).

We assume that there is \( \alpha \in \mathbb{R} \) such that \( \alpha \leq f(x) \), for all \( x \in \mathbb{R}^J \).

Lemma 3.1 The sequence \( \{P_k(x^k)\} \) is increasing, bounded above by \( d \) and converges to some \( \gamma \leq d \).

Proof: We have
\[
P_k(x^k) \leq P_k(x^{k+1}) \leq P_k(x^{k+1}) + p(x^{k+1}) = T_{k+1}(x^{k+1}).
\]
Also, for any \( z \in C \), and for each \( k \), we have
\[
f(z) = f(z) + kp(z) = P_k(z) \geq P_k(x^k);
\]
therefore \( d \geq \gamma \).

Lemma 3.2 The sequence \( \{p(x^k)\} \) is decreasing to zero, the sequence \( \{f(x^k)\} \) is increasing and converging to some \( \beta \leq d \).

Proof: Since \( x^k \) minimizes \( P_k(x) \) and \( x^{k+1} \) minimizes \( T_{k+1}(x) \), we have
\[
f(x^k) + kp(x^k) \leq f(x^{k+1}) + kp(x^{k+1}),
\]
and
\[
f(x^{k+1}) + (k + 1)p(x^{k+1}) \leq f(x^k) + (k + 1)p(x^k).
\]
Consequently, we have
\[
(k + 1)[p(x^k) - p(x^{k+1})] \geq f(x^{k+1}) - f(x^k) \geq k[p(x^k) - p(x^{k+1})].
\]
Therefore,
\[
p(x^k) - p(x^{k+1}) \geq 0,
\]
and
\[
f(x^{k+1}) - f(x^k) \geq 0.
\]
From
\[ f(x^k) \leq f(x^k) + kp(x^k) = P_k(x^k) \leq \gamma \leq d, \]
it follows that the sequence \( \{f(x^k)\} \) is increasing and converges to some \( \beta \leq \gamma \). Since
\[ \alpha + kp(x^k) \leq f(x^k) + kp(x^k) = P_k(x^k) \leq \gamma \]
for all \( k \), we have \( 0 \leq kp(x^k) \leq \gamma - \alpha \). Therefore, the sequence \( \{p(x^k)\} \) converges to zero.

We want \( \beta = d \). To obtain this result, it appears that we need to make more assumptions: we assume, therefore, that \( X \) is a complete metric space, \( C \) is closed in \( X \), the functions \( f \) and \( p \) are continuous and \( f \) has compact level sets. From these assumptions, we are able to assert that the sequence \( \{x^k\} \) is bounded, so that there is a convergent subsequence; let \( \{x^k\} \rightarrow x^* \). It follows that \( p(x^*) = 0 \), so that \( x^* \) is in \( C \). Then
\[ f(x^*) = f(x^*) + p(x^*) = \lim_{n \rightarrow +\infty} (f(x^{k_n}) + p(x^{k_n})) \leq \lim_{n \rightarrow +\infty} T_{k_n}(x^{k_n}) = \gamma \leq d. \]
But \( x^* \in C \), so \( f(x^*) \geq d \). Therefore, \( f(x^*) = d \).

It may seem odd that we are trying to minimize \( f(x) \) over the set \( C \) using a sequence \( \{x^k\} \) with \( \{f(x^k)\} \) increasing, but remember that these \( x^k \) are not in \( C \).

**Definition 3.1** Let \( X \) be a complete metric space. A real-valued function \( p(x) \) on \( X \) has compact level sets if, for all real \( \gamma \), the level set \( \{x | p(x) \leq \gamma \} \) is compact.

**Theorem 3.2** Let \( X \) be a complete metric space, \( f(x) \) be a continuous function, and the restriction of \( f(x) \) to \( x \) in \( C \) have compact level sets. Then the sequence \( \{x^k\} \) is bounded and has convergent subsequences. Furthermore, \( f(x^*) = d \), for any subsequential limit point \( x^* \in X \). If \( \hat{x} \) is the unique minimizer of \( f(x) \) for \( x \in C \), then \( x^* = \hat{x} \) and \( \{x^k\} \rightarrow \hat{x} \).

**Proof:** From the previous theorem we have \( f(x^*) = d \), for all subsequential limit points \( x^* \). But, by uniqueness, \( x^* = \hat{x} \), and so \( \{x^k\} \rightarrow \hat{x} \).

**Corollary 3.1** Let \( C \subseteq \mathbb{R}^d \) be closed and convex. Let \( f(x) : \mathbb{R}^d \rightarrow \mathbb{R} \) be closed, proper and convex. If \( \hat{x} \) is the unique minimizer of \( f(x) \) over \( x \in C \), the sequence \( \{x^k\} \) converges to \( \hat{x} \).

**Proof:** Let \( \iota_C(x) \) be the indicator function of the set \( C \), that is, \( \iota_C(x) = 0 \), for all \( x \) in \( C \), and \( \iota_C(x) = +\infty \), otherwise. Then the function \( g(x) = f(x) + \iota_C(x) \) is closed, proper and convex. If \( \hat{x} \) is unique, then we have
\[ \{x | f(x) + \iota_C(x) \leq f(\hat{x})\} = \{\hat{x}\}. \]
Therefore, one of the level sets of $g(x)$ is bounded and nonempty. It follows from Corollary 8.7.1 of [181] that every level set of $g(x)$ is bounded, so that the sequence $\{x^k\}$ is bounded.

If $\hat{x}$ is not unique, we can still prove convergence of the sequence $\{x^k\}$ for particular cases of SUMMA.
Chapter 4
Proximal Minimization

In this chapter we consider the use of Bregman distances in constrained optimization through the proximal minimization method. The proximal minimization algorithm (PMA) is in the SUMMA class and this fact is used to establish important properties of the PMA. A detailed discussion of the PMA and its history is found in the book by Censor and Zenios [88].

4.1 The Basic Problem

We want to minimize a convex function $f : \mathbb{R}^J \rightarrow \mathbb{R}$ over a closed, non-empty convex subset $C \subseteq \mathbb{R}^J$. If the problem is ill-conditioned in some way, perhaps because the function $f(x)$ is not strictly convex, then regularization is needed.

For example, the least-squares approximate solution of $Ax = b$ is obtained by minimizing the function $f(x) = \frac{1}{2} \|Ax - b\|_2^2$ over all $x$. When the matrix $A$ is ill-conditioned the least-squares solution may have a large two-norm. To regularize the least-squares problem we can impose a norm constraint and minimize

$$\frac{1}{2} \|Ax - b\|_2^2 + \frac{\epsilon}{2} \|x\|_2^2,$$  \hspace{1cm} (4.1)

where $\epsilon > 0$ is small.

Returning to our original problem, we can impose strict convexity and regularize by minimizing the function

$$f(x) + \frac{1}{2k} \|x - a\|_2^2$$  \hspace{1cm} (4.2)

to get $x^k$, for some selected vector $a$ and $k = 1, 2, \ldots$. One difficulty with this approach is that, for small $k$, there may be too much emphasis on
the second term in Equation (4.2), while the problem becomes increasingly ill-conditioned as \( k \) increases. As pointed out in [88], one way out of this difficulty is to obtain \( x^k \) by minimizing
\[
f(x) + \frac{\gamma}{2} \| x - x^{k-1} \|^2. \tag{4.3}
\]
This suggests a more general technique for constrained optimization, called proximal minimization with \( D\)-functions in [88].

### 4.2 Proximal Minimization Algorithms

Let \( f : \mathbb{R}^J \to (-\infty, +\infty] \) be a convex differentiable function. Let \( h \) be another convex function, with effective domain \( D \), that is differentiable on the nonempty open convex set \( \text{int} \ D \). Assume that \( f(x) \) is finite on \( C = \overline{D} \) and attains its minimum value on \( C \) at \( \hat{x} \). The corresponding Bregman distance \( D_h(x, z) \) is defined for \( x \) in \( D \) and \( z \) in \( \text{int} \ D \) by
\[
D_h(x, z) = h(x) - h(z) - \langle \nabla h(z), x - z \rangle. \tag{4.4}
\]
Note that \( D_h(x, z) \geq 0 \) always. If \( h \) is essentially strictly convex, then \( D_h(x, z) = 0 \) implies that \( x = z \). Our objective is to minimize \( f(x) \) over \( x \) in \( C \) and \( z \) in \( \text{int} \ D \).

At the \( k \)th step of a proximal minimization algorithm (PMA) [88, 54], we minimize the function
\[
G_k(x) = f(x) + D_h(x, x^{k-1}), \tag{4.5}
\]
to get \( x^k \). The function
\[
g_k(x) = D_h(x, x^{k-1}) \tag{4.6}
\]
is nonnegative and \( g_k(x^{k-1}) = 0 \). We assume that each \( x^k \) lies in \( \text{int} \ D \). As we shall see,
\[
G_k(x) - G_k(x^k) \geq D_h(x, x^k) = g_{k+1}(x) \geq 0, \tag{4.7}
\]
so the PMA is in the SUMMA class.

The Newton-Raphson algorithm for minimizing a function \( f : \mathbb{R}^J \to \mathbb{R} \) has the iterative step
\[
x^k = x^{k-1} - \nabla^2 f(x^{k-1})^{-1} \nabla f(x^{k-1}). \tag{4.8}
\]
Suppose now that \( f \) is twice differentiable and convex. It is interesting to note that, having calculated \( x^{k-1} \), we can obtain \( x^k \) by minimizing
\[
G_k(x) = f(x) + (x - x^{k-1})^T \nabla^2 f(x^{k-1})(x - x^{k-1}) - D_f(x, x^{k-1}). \tag{4.9}
\]
4.3 Some Obstacles

The PMA can present some computational obstacles. When we minimize $G_k(x)$ to get $x^k$ we find that we must solve the equation

$$\nabla h(x^{k-1}) - \nabla h(x^k) \in \partial f(x^k),$$

(4.10)

where the set $\partial f(x)$ is the sub-differential of $f$ at $x$, given by

$$\partial f(x) := \{u | \langle u, y - x \rangle \leq f(y) - f(x), \text{for all } y \}.$$  

(4.11)

When $f(x)$ is differentiable, we must solve

$$\nabla f(x^k) + \nabla h(x^k) = \nabla h(x^{k-1}).$$

(4.12)

A modification of the PMA, called the IPA for interior-point algorithm [54, 62], is designed to overcome these computational obstacles. We discuss the IPA later in this chapter. Another modification of the PMA that is similar to the IPA is the forward-backward splitting (FBS) method to be discussed in a later chapter.

4.4 All PMA are SUMMA

We show now that the PMA is a particular case of the SUMMA. We remind the reader that $f(x)$ is now assumed to be convex.

**Lemma 4.1** For each $k$ we have

$$G_k(x) - G_k(x^k) \geq D_h(x, x^k) = g_{k+1}(x).$$

(4.13)

**Proof:** Since $x^k$ minimizes $G_k(x)$ within the set $D$, we have

$$0 \in \partial f(x^k) + \nabla h(x^k) - \nabla h(x^{k-1}),$$

(4.14)

so that

$$\nabla h(x^{k-1}) = u^k + \nabla h(x^k),$$

(4.15)

for some $u^k$ in $\partial f(x^k)$. Then

$$G_k(x) - G_k(x^k) = f(x) - f(x^k) + h(x) - h(x^k) - \langle \nabla h(x^{k-1}), x - x^k \rangle.$$

Now substitute, using Equation (4.15), to get

$$G_k(x) - G_k(x^k) = f(x) - f(x^k) - \langle u^k, x - x^k \rangle + D_h(x, x^k).$$

(4.16)

Therefore,

$$G_k(x) - G_k(x^k) \geq D_h(x, x^k),$$

since $u^k$ is in $\partial f(x^k)$. 

4.5 Convergence of the PMA

From the discussion of the SUMMA we know that \( \{f(x^k)\} \) is monotonically decreasing to \( f(\hat{x}) \). As we noted previously, if the sequence \( \{x^k\} \) is bounded, and \( \hat{x} \) is unique, we can conclude that \( \{x^k\} \to \hat{x} \).

Suppose that \( \hat{x} \) is not known to be unique, but can be chosen in \( D \); this will be the case, of course, whenever \( D \) is closed. Then \( G_k(\hat{x}) \) is finite for each \( k \). From the definition of \( G_k(x) \) we have

\[
G_k(\hat{x}) = f(\hat{x}) + D_h(\hat{x}, x^{k-1}).
\]  

(4.17)

From Equation (4.16) we have

\[
G_k(\hat{x}) = G_k(x^k) + f(\hat{x}) - f(x^k) - \langle u^k, \hat{x} - x^k \rangle + D_h(\hat{x}, x^k).
\]  

(4.18)

Therefore,

\[
D_h(\hat{x}, x^{k-1}) - D_h(\hat{x}, x^k) =
\]

\[
f(x^k) - f(\hat{x}) + D_h(x^k, x^{k-1}) + f(\hat{x}) - f(x^k) - \langle u^k, \hat{x} - x^k \rangle.
\]  

(4.19)

It follows that the sequence \( \{D_h(\hat{x}, x^k)\} \) is decreasing and that \( \{f(x^k)\} \) converges to \( f(\hat{x}) \). If either the function \( f(x) \) or the function \( D_h(\hat{x}, \cdot) \) has bounded level sets, then the sequence \( \{x^k\} \) is bounded, has cluster points \( x^* \) in \( C \), and \( f(x^*) = f(\hat{x}) \), for every \( x^* \). We now show that \( \hat{x} \) in \( D \) implies that \( x^* \) is also in \( D \), whenever \( h \) is a Bregman-Legendre function (see Chapter 19).

Let \( x^* \) be an arbitrary cluster point, with \( \{x^{k_n}\} \to x^* \). If \( \hat{x} \) is not in the interior of \( D \), then, by Property B2 of Bregman-Legendre functions, we know that

\[
D_h(x^*, x^{k_n}) \to 0,
\]

so \( x^* \) is in \( D \). Then the sequence \( \{D_h(x^*, x^k)\} \) is decreasing. Since a subsequence converges to zero, we have \( \{D_h(x^*, x^k)\} \to 0 \). From Property R5, we conclude that \( \{x^k\} \to x^* \).

If \( \hat{x} \) is in \( D \), but \( x^* \) is not, then \( \{D_h(\hat{x}, x^k)\} \to +\infty \), by Property R2. But, this is a contradiction; therefore \( x^* \) is in \( D \). Once again, we conclude that \( \{x^k\} \to x^* \).

Now we summarize our results for the PMA. Let \( f : \mathbb{R}^J \to (-\infty, +\infty] \) be closed, proper, convex and differentiable. Let \( h \) be a closed proper convex function, with effective domain \( D \), that is differentiable on the nonempty open convex set \( \text{int} D \). Assume that \( f(x) \) is finite on \( C = \overline{D} \) and attains its minimum value on \( C \) at \( \hat{x} \). For each positive integer \( k \), let \( x^k \) minimize the function \( f(x) + D_h(x, x^{k-1}) \). Assume that each \( x^k \) is in the interior of \( D \).

**Theorem 4.1** If the restriction of \( f(x) \) to \( x \) in \( C \) has bounded level sets and \( \hat{x} \) is unique, and then the sequence \( \{x^k\} \) converges to \( \hat{x} \).
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Theorem 4.2 If $h(x)$ is a Bregman-Legendre function and $\hat{x}$ can be chosen in $D$, then $\{x^k\} \to x^*$, $x^*$ in $D$, with $f(x^*) = f(\hat{x})$.

4.6 The IPA

The IPA is a modification of the PMA designed to overcome some of the computational obstacles encountered in the PMA [54, 62]. At the $k$th step of the PMA we must solve the equation

$$\nabla f(x^k) + \nabla h(x^k) = \nabla h(x^{k-1})$$  (4.20)

for $x^k$, where, for notational convenience, we have assumed that $f$ is differentiable. Solving Equation (4.20) is probably not a simple matter, however. In the IPA approach we begin not with $h(x)$, but with a convex differentiable function $a(x)$ such that $h(x) = a(x) - f(x)$ is convex. Equation (4.20) now reads

$$\nabla a(x^k) = \nabla a(x^{k-1}) - \nabla f(x^{k-1}),$$  (4.21)

and we choose $a(x)$ so that Equation (4.21) is easily solved. We turn now to several examples of the IPA.

4.7 Projected Gradient Descent

The problem now is to minimize $f : \mathbb{R}^J \to \mathbb{R}$, over the closed, non-empty convex set $C$, where $f$ is convex and differentiable on $\mathbb{R}^J$. We assume now that the gradient operator $\nabla f$ is $L$-Lipschitz continuous; that is, for all $x$ and $y$, we have

$$\|\nabla f(x) - \nabla f(y)\|_2 \leq L\|x - y\|_2.$$  (4.22)

To employ the IPA approach, we let $0 < \gamma < \frac{1}{7}$ and select the function

$$a(x) = \frac{1}{2\gamma}\|x\|_2^2,$$  (4.23)

the upper bound on $\gamma$ guarantees that the function $h(x) = a(x) - f(x)$ is convex. At the $k$th step we minimize

$$G_k(x) = f(x) + D_h(x, x^{k-1}) =$$

$$f(x) + \frac{1}{2\gamma}\|x - x^{k-1}\|_2^2 - Df(x, x^{k-1}),$$  (4.24)
over $x \in C$. The solution $x^k$ is in $C$ and satisfies the inequality
\[
\langle x^k - (x^{k-1} - \gamma \nabla f(x^{k-1})), c - x^k \rangle \geq 0,
\] (4.25)
for all $c \in C$. It follows then that
\[
x^k = P_C(x^{k-1} - \gamma \nabla f(x^{k-1}));
\] (4.26)
here $P_C$ denotes the orthogonal projection onto $C$. This is the projected gradient descent algorithm. For convergence we must require that $f$ have certain additional properties needed for convergence of a PMA algorithm. Note that the auxiliary function
\[
g_k(x) = \frac{1}{2\gamma} \|x - x^{k-1}\|^2 - D_f(x, x^{k-1})
\] (4.27)
is unrelated to the set $C$, so is not used here to incorporate the constraint; it is used to provide a closed-form iterative scheme.

When $C = \mathbb{R}^d$ we have no constraint and the problem is simply to minimize $f$. Then the iterative algorithm becomes
\[
x^k = x^{k-1} - \gamma \nabla f(x^{k-1});
\] (4.28)
this is the gradient descent algorithm.

### 4.8 Relaxed Gradient Descent

In the gradient descent method we move away from the current $x^{k-1}$ by
the vector $\gamma \nabla f(x^{k-1})$. In relaxed gradient descent, the magnitude of the
movement is reduced by $\alpha$, where $\alpha \in (0, 1)$. Such relaxation methods are
sometimes used to accelerate convergence. The relaxed gradient descent
method can also be formulated as an AF method.

At the $k$th step we minimize
\[
G_k(x) = f(x) + \frac{1}{2\gamma} \|x - x^{k-1}\|^2 - D_f(x, x^{k-1}),
\] (4.29)
obtaining
\[
x^k = x^{k-1} - \alpha \gamma \nabla f(x^{k-1}).
\] (4.30)

### 4.9 Regularized Gradient Descent

In many applications the function to be minimized involves measured data,
which is typically noisy, as well as some less than perfect model of how the
measured data was obtained. In such cases, we may not want to minimize
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$f(x)$ exactly. In regularization methods we add to $f(x)$ another function that is designed to reduce sensitivity to noise and model error.

For example, suppose that we want to minimize

$$\alpha f(x) + \frac{1-\alpha}{2} \|x-p\|^2,$$  
(4.31)

where $p$ is chosen a priori. The regularized gradient descent algorithm for this problem can be put in the framework of a sequential unconstrained minimization problem.

At the $k$th step we minimize

$$G_k(x) = f(x) + \frac{1}{2\gamma\alpha} \|x - x^{k-1}\|^2 - \frac{1}{\alpha}(x, x^{k-1}) + \frac{1-\alpha}{2\gamma\alpha} \|x-p\|^2,$$  
(4.32)

obtaining

$$x^k = \alpha(x^{k-1} - \gamma \nabla f(x^{k-1})) + (1-\alpha)p.$$  
(4.33)

If we select $p = 0$ the iterative step becomes

$$x^k = \alpha(x^{k-1} - \gamma \nabla f(x^{k-1})).$$  
(4.34)

4.10 The Projected Landweber Algorithm

The Landweber (LW) and projected Landweber (PLW) algorithms are special cases of projected gradient descent. The objective now is to minimize the function

$$f(x) = \frac{1}{2} \|Ax-b\|^2,$$  
(4.35)

over $x \in \mathbb{R}^J$ or $x \in \mathbb{C}$, where $A$ is a real $I$ by $J$ matrix. The gradient of $f(x)$ is

$$\nabla f(x) = A^T(Ax-b)$$  
(4.36)

and is $L$-Lipschitz continuous for $L = \rho(A^T A)$, the largest eigenvalue of $A^T A$. The Bregman distance associated with $f(x)$ is

$$D_f(x,z) = \frac{1}{2} \|Ax - Az\|^2.$$  
(4.37)

We let

$$a(x) = \frac{1}{2\gamma} \|x\|^2,$$  
(4.38)

where $0 < \gamma < \frac{1}{L}$, so that the function $h(x) = a(x) - f(x)$ is convex.
At the $k$th step of the PLW we minimize
\[ G_k(x) = f(x) + D_h(x, x^{k-1}) \] (4.39)
over $x \in C$ to get
\[ x^k = P_C(x^{k-1} - \gamma A^T(Ax^{k-1} - b)); \] (4.40)
in the case of $C = \mathbb{R}^J$ we get the Landweber algorithm.

### 4.11 Another Job for the PMA

As we have seen, the original goal of the PMA is to minimize a convex function $f(x)$ over the closure of the domain of $h(x)$. Since the PMA is a SUMMA algorithm, we know that, whenever the sequence converges, the limit $x^*$ satisfies $f(x^*) = d$, where $d$ is the finite infimum of $f(x)$ over $x$ in the interior of the domain of $h$. This suggests another job for the PMA.

Consider the problem of minimizing a differentiable convex function $h : \mathbb{R}^J \to \mathbb{R}$ over all $x$ for which $Ax = b$, where $A$ is an $M$ by $N$ matrix with rank $M$ and $b$ is arbitrary. With
\[ f(x) = \frac{1}{2} \|Ax - b\|^2, \] (4.41)
and $x^0$ arbitrary we minimize
\[ f(x) + D_h(x, x^{k-1}) \] (4.42)
to get $x^k$. Whenever the sequence $\{x^k\}$ converges to some $x^*$ we have $Ax^* = b$. If $\nabla h(x^0)$ is in the range of $A^T$, then so is $\nabla h(x^*)$ and $x^*$ minimizes $h(x)$ over all $x$ with $Ax = b$.

### 4.12 The Goldstein-Osher Algorithm

In [123] Goldstein and Osher present a modified version of the PMA for the problem of minimizing $h(x)$ over all $x$ with $Ax = b$. Instead of minimizing the function in Equation (4.42), they obtain the next iterate $x^k$ by minimizing
\[ \frac{1}{2} \|Ax - b^{k-1}\|^2 + h(x), \] (4.43)
where $b^0$ is arbitrary and for $k = 2, 3, \ldots$ they define
\[ b^{k-1} = b + b^{k-2} - Ax^{k-1}. \] (4.44)
We have the following theorem, which is not in [123].
Theorem 4.3 If the sequence \( \{x^k\} \) converges to some \( x^* \), and \( Ax^* = b \), then the sequence \( \{b^k\} \) converges to some \( b^* \) and \( x^* \) minimizes the function \( h(x) \) over all \( x \) such that \( Ax = b \).

Proof: From

\[ 0 = A^T(Ax^k - b^{k-1}) + \nabla h(x^k) \]

we have

\[ b^{k-1} = b + (AA^T)^{-1}A\nabla h(x^k), \]

and the right side converges to \( b + (AA^T)^{-1}A\nabla h(x^*). \) Let \( z \) be such that \( Az = b \). For each \( k \) we have

\[ \frac{1}{2} \|Ax^k - b^{k-1}\|_2^2 + h(x^k) \leq \frac{1}{2} \|Az - b^{k-1}\|_2^2 + h(z). \]

Taking the limit as \( k \to \infty \), we get

\[ \frac{1}{2} \|b - b^*\|_2^2 + h(x^*) \leq \frac{1}{2} \|b - b^*\|_2^2 + h(z), \]

from which the assertion of the theorem follows immediately.

In [123], the authors, hoping to rest their algorithm on the theoretical foundation of the PMA, claim that their modification of the PMA is equivalent to the PMA itself in this case; this is false, in general. For one thing, the Bregman distance \( D_h \) does not determine a unique \( h \); for any arbitrary \( g(x) = D_h(x,y) \) we have \( D_g = D_h \). For another, we have the theorem above for the Goldstein-Osher algorithm, while the \( x^* \) given by the PMA need not minimize \( h \) over all \( x \) with \( Ax = b \). In order for the \( x^* \) given by the PMA to minimize \( h(x) \) over \( Ax = b \), we need \( \nabla h(x^0) \) in the range of \( A^T \). The only way in which the PMA can distinguish between \( h \) and \( g \) is through the selection of the initial \( x^0 \). In fact, the authors of [123] say nothing about the choice of \( x^0 \) or of \( b^0 \). What is true is this: if \( b^0 = b + (AA^T)^{-1}A\nabla h(x^0) \) then the sequence \( \{x^k\} \) is the same for both algorithms, so that convergence results for the PMA can be assumed for the Goldstein-Osher algorithm.

4.13 A Question

Suppose that \( x^k \) minimizes

\[ f(x) + D_h(x,x^{k-1}), \]

and \( \{x^k\} \) converges to \( x^* \). We know that \( x^* \) minimizes \( f(x) \) over all \( x \) in the closure of the essential domain of \( h \). Let \( M \) be the set of all such minimizers. Does \( x^* \) also minimize \( h(z) \) over all \( z \) in \( M \)? In general, the answer is no; \( D_h \) does not determine \( h \) uniquely. What if \( h(x) = D_h(x,x^0) \)? There are several examples, using both Euclidean and Kullback-Leibler distances, in which the answer is yes.
4.14 The Simultaneous MART

The simultaneous MART (SMART) minimizes the Kullback-Leibler distance \( f(x) = KL(Px, y) \), where \( y \) is a positive vector, \( P \) is an \( I \) by \( J \) matrix with non-negative entries \( P_{ij} \) for which \( s_j = \sum_{i=1}^{I} P_{ij} = 1 \), for all \( j \), and we seek a non-negative solution of the system \( y = Px \).

The Bregman distance associated with the function \( f(x) = KL(Px, y) \) is

\[
D_f(x, z) = KL(Px, Pz). \tag{4.45}
\]

We select \( a(x) \) to be

\[
a(x) = \sum_{j=1}^{J} x_j \log(x_j) - x_j. \tag{4.46}
\]

It follows from the inequality in (2.13) that \( h(x) \) is convex and

\[
D_h(x, z) = KL(x, z) - KL(Px, Pz) \geq 0. \tag{4.47}
\]

At the \( k \)th step of the SMART we minimize

\[
G_k(x) = f(x) + D_h(x, x^{k-1}) =
KL(Px, y) + KL(x, x^{k-1}) - KL(Px, Px^{k-1}) \tag{4.48}
\]

to get

\[
x_j^k = x_j^{k-1} \exp \left( \sum_{i=1}^{I} P_{ij} \log \frac{y_i}{(Px^{k-1})_i} \right). \tag{4.49}
\]

4.15 A Convergence Theorem

So far, we haven’t discussed the restrictions necessary to prove convergence of these iterative algorithms. The IPA framework can be helpful in this regard, as we illustrate now.

The following theorem concerns convergence of the projected gradient descent algorithm with iterative step given by Equation (4.26).

**Theorem 4.4** Let \( f : \mathbb{R}^J \rightarrow \mathbb{R} \) be differentiable, with \( L \)-Lipschitz continuous gradient. For \( \gamma \) in the interval \( (0, \frac{1}{L}) \) the sequence \( \{x^k\} \) given by Equation (4.26) converges to a minimizer of \( f \), over \( x \in C \), whenever minimizers exist.
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**Proof:** The auxiliary function

\[ g_k(x) = \frac{1}{2\gamma} \|x - x^{k-1}\|_2^2 - D_f(x, x^{k-1}) \]  \hspace{1cm} (4.50)

can be rewritten as

\[ g_k(x) = D_h(x, x^{k-1}), \]  \hspace{1cm} (4.51)

where

\[ h(x) = \frac{1}{2\gamma} \|x\|_2^2 - f(x). \]  \hspace{1cm} (4.52)

Therefore, \( g_k(x) \geq 0 \) whenever \( h(x) \) is a convex function.

We know that \( h(x) \) is convex if and only if

\[ \langle \nabla h(x) - \nabla h(y), x - y \rangle \geq 0, \]  \hspace{1cm} (4.53)

for all \( x \) and \( y \). This is equivalent to

\[ \frac{1}{\gamma} \|x - y\|_2^2 - \langle \nabla f(x) - \nabla f(y), x - y \rangle \geq 0. \]  \hspace{1cm} (4.54)

Since \( \nabla f \) is \( L \)-Lipschitz, the inequality (4.54) holds whenever \( 0 < \gamma < \frac{1}{L} \).

A relatively simple calculation shows that

\[ G_k(x) - G_k(x^k) = \]  \hspace{1cm} (4.55)

\[ \frac{1}{2\gamma} \|x - x^k\|_2^2 + \frac{1}{\gamma} \langle x^k - (x^{k-1} - \gamma \nabla f(x^{k-1})), x - x^k \rangle. \]

From Equation (4.26) it follows that

\[ G_k(x) - G_k(x^k) \geq \frac{1}{2\gamma} \|x - x^k\|_2^2, \]  \hspace{1cm} (4.56)

for all \( x \in C \), so that, for all \( x \in C \), we have

\[ G_k(x) - G_k(x^k) \geq \frac{1}{2\gamma} \|x - x^k\|_2^2 - D_f(x, x^k) = g_{k+1}(x). \]  \hspace{1cm} (4.57)

Now let \( \hat{x} \) minimize \( f(x) \) over all \( x \in C \). Then

\[ G_k(\hat{x}) - G_k(x^k) = f(\hat{x}) + g_k(\hat{x}) - f(x^k) - g_k(x^k) \]
\[ \leq f(\hat{x}) + G_{k-1}(\hat{x}) - G_{k-1}(x^{k-1}) - f(x^k) - g_k(x^k), \]
so that
\[ (G_{k-1}(\hat{x}) - G_{k-1}(x^{k-1})) - (G_k(\hat{x}) - G_k(x^k)) \geq f(x^k) - f(\hat{x}) + g_k(x^k) \geq 0. \]

Therefore, the sequence \( \{G_k(\hat{x}) - G_k(x^k)\} \) is decreasing and the sequences \( \{g_k(x^k)\} \) and \( \{f(x^k) - f(\hat{x})\} \) converge to zero.

From
\[ G_k(\hat{x}) - G_k(x^k) \geq \frac{1}{2\gamma} \|\hat{x} - x^k\|_2^2, \]
it follows that the sequence \( \{x^k\} \) is bounded. Let \( \{x^{k_n}\} \) converge to \( x^* \) with \( \{x^{k_{n+1}}\} \) converging to \( x^{**} \); we then have \( f(x^*) = f(x^{**}) = f(\hat{x}) \).

Replacing the generic \( \hat{x} \) with \( x^{**} \), we find that \( \{G_{k_{n+1}}(x^{**}) - G_{k_{n+1}}(x^{k_{n+1}})\} \) is decreasing. By Equation (4.55), this subsequence converges to zero; therefore, the entire sequence \( \{G_k(x^{**}) - G_k(x^k)\} \) converges to zero. From the inequality in (4.56), we conclude that the sequence \( \{\|x^{**} - x^k\|_2^2\} \) converges to zero, and so \( \{x^k\} \) converges to \( x^{**} \). This completes the proof of the theorem.

Using Theorem 6.3 it can be shown that convergence holds whenever \( \gamma \) is in the interval \((0, \frac{2}{L})\).
Chapter 5

The Forward-Backward Splitting Algorithm

The forward-backward splitting methods (FBS) [93, 66] form a broad class of SUMMA algorithms closely related the IPA. Note that minimizing $G_k(x)$ in Equation (4.5) over $x \in C$ is equivalent to minimizing

$$G_k(x) = \iota_C(x) + f(x) + D_h(x, x^{k-1})$$

over all $x \in \mathbb{R}^J$, where $\iota_C(x) = 0$ for $x \in C$ and $\iota_C(x) = +\infty$ otherwise. This suggests a more general iterative algorithm, the FBS.

Suppose that we want to minimize the function $f_1(x) + f_2(x)$, where both functions are convex and $f_2(x)$ is differentiable with an $L$-Lipschitz continuous gradient. At the $k$th step of the FBS algorithm we obtain $x^k$ by minimizing

$$G_k(x) = f_1(x) + f_2(x) + \frac{1}{2\gamma}||x - x^{k-1}||_2^2 - D_{f_2}(x, x^{k-1}),$$

over all $x \in \mathbb{R}^J$, where $0 < \gamma < \frac{1}{2L}$.

5.1 Moreau’s Proximity Operators

Following Combettes and Wajs [93], we say that the Moreau envelope of index $\gamma > 0$ of the closed, proper convex function $f(x)$ is the continuous convex function

$$g(x) = \inf \{f(y) + \frac{1}{2\gamma}||x - y||_2^2\},$$

with the infimum taken over all $y$ in $\mathbb{R}^J$ [159, 160, 161]. In Rockafellar’s book [181] and elsewhere, it is shown that the infimum is attained at a
unique $y$, usually denoted $\text{prox}_{\gamma f}(x)$. The proximity operators $\text{prox}_{\gamma f}()$ are firmly non-expansive [93]; indeed, the proximity operator $\text{prox}_{f}$ is the resolvent of the maximal monotone operator $B(x) = \partial f(x)$ and all such resolvent operators are firmly non-expansive [34]. Proximity operators also generalize the orthogonal projections onto closed, convex sets: consider the function $f(x) = \iota_{C}(x)$, the indicator function of the closed, convex set $C$, taking the value zero for $x$ in $C$, and $+\infty$ otherwise. Then $\text{prox}_{\gamma f}(x) = P_{C}(x)$, the orthogonal projection of $x$ onto $C$.

The following characterization of $x = \text{prox}_{f}(z)$ is quite useful: $x = \text{prox}_{f}(z)$ if and only if $z - x \in \partial f(x)$. Proximity operators are also firmly non-expansive [93].

### 5.2 The FBS Algorithm

Our objective here is to provide an elementary proof of convergence for the forward-backward splitting (FBS) algorithm; a detailed discussion of this algorithm and its history is given by Combettes and Wajs in [93].

Let $f : \mathbb{R}^{J} \to \mathbb{R}$ be convex, with $f = f_{1} + f_{2}$, both convex, $f_{2}$ differentiable, and $\nabla f_{2}$ $L$-Lipschitz continuous. The iterative step of the FBS algorithm is

$$x^{k} = \text{prox}_{\gamma f_{1}} \left( x^{k-1} - \gamma \nabla f_{2}(x^{k-1}) \right). \quad (5.4)$$

As we shall show, convergence of the sequence $\{x^{k}\}$ to a solution can be established, if $\gamma$ is chosen to lie within the interval $(0, 1/L]$.

### 5.3 Convergence of the FBS algorithm

Let $f : \mathbb{R}^{J} \to \mathbb{R}$ be convex, with $f = f_{1} + f_{2}$, both convex, $f_{2}$ differentiable, and $\nabla f_{2}$ $L$-Lipschitz continuous. Let $\{x^{k}\}$ be defined by Equation (5.4) and let $0 < \gamma \leq 1/L$.

For each $k = 1, 2, ...$ let

$$G_{k}(x) = f(x) + \frac{1}{2\gamma} \| x - x^{k-1} \|_{2}^{2} - D_{f_{2}}(x, x^{k-1}), \quad (5.5)$$

where

$$D_{f_{2}}(x, x^{k-1}) = f_{2}(x) - f_{2}(x^{k-1}) - \langle \nabla f_{2}(x^{k-1}), x - x^{k-1} \rangle. \quad (5.6)$$

Since $f_{2}(x)$ is convex, $D_{f_{2}}(x, y) \geq 0$ for all $x$ and $y$ and is the Bregman distance formed from the function $f_{2}$ [30].

The auxiliary function

$$g_{k}(x) = \frac{1}{2\gamma} \| x - x^{k-1} \|_{2}^{2} - D_{f_{2}}(x, x^{k-1}) \quad (5.7)$$
5.3. **CONVERGENCE OF THE FBS ALGORITHM**

can be rewritten as

\[ g_k(x) = D_h(x, x^{k-1}), \]  

(5.8)

where

\[ h(x) = \frac{1}{2\gamma} \|x\|^2 - f_2(x). \]  

(5.9)

Therefore, \( g_k(x) \geq 0 \) whenever \( h(x) \) is a convex function.

We know that \( h(x) \) is convex if and only if

\[ \langle \nabla h(x) - \nabla h(y), x - y \rangle \geq 0, \]  

(5.10)

for all \( x \) and \( y \). This is equivalent to

\[ \frac{1}{\gamma} \|x - y\|^2 - \langle \nabla f_2(x) - \nabla f_2(y), x - y \rangle \geq 0. \]  

(5.11)

Since \( \nabla f_2 \) is \( L \)-Lipschitz, the inequality (5.11) holds for \( 0 < \gamma \leq 1/L \).

**Lemma 5.1** The \( x^k \) that minimizes \( G_k(x) \) over \( x \) is given by Equation (5.4).

**Proof:** We know that \( x^k \) minimizes \( G_k(x) \) if and only if

\[ 0 \in \nabla f_2(x^k) + \frac{1}{\gamma}(x^k - x^{k-1}) - \nabla f_2(x^k) + \nabla f_2(x^{k-1}) + \partial f_1(x^k), \]

or, equivalently,

\[ (x^{k-1} - \gamma \nabla f_2(x^{k-1})) - x^k \in \partial(\gamma f_1)(x^k). \]

Consequently,

\[ x^k = \text{prox}_{\gamma f_1}(x^{k-1} - \gamma \nabla f_2(x^{k-1})). \]

\[ \square \]

**Theorem 5.1** The sequence \( \{x^k\} \) converges to a minimizer of the function \( f(x) \), whenever minimizers exist.

**Proof:** A relatively simple calculation shows that

\[ G_k(x) - G_k(x^k) = \frac{1}{2\gamma} \|x - x^k\|^2 + \]

\[ \left( f_1(x) - f_1(x^k) - \frac{1}{\gamma} \langle (x^{k-1} - \gamma \nabla f_2(x^{k-1})) - x^k, x - x^k \rangle \right). \]  

(5.12)
Since
\[(x^{k-1} - \gamma \nabla f_2(x^{k-1})) - x^k \in \partial(\gamma f_1)(x^k),\]
it follows that
\[
\left(f_1(x) - f_1(x^k) - \frac{1}{\gamma} \langle (x^{k-1} - \gamma \nabla f_2(x^{k-1})) - x^k, x - x^k \rangle \right) \geq 0.
\]
Therefore,
\[G_k(x) - G_k(x^k) \geq \frac{1}{2\gamma} \|x - x^k\|^2 \geq g_{k+1}(x). \tag{5.13}\]

Therefore, the inequality in (2.17) holds and the iteration fits into the SUMMA class.

Now let \(\hat{x}\) minimize \(f(x)\) over all \(x\). Then
\[
G_k(\hat{x}) - G_k(x^k) = f(\hat{x}) + g_k(\hat{x}) - f(x^k) - g_k(x^k)
\leq f(\hat{x}) + G_{k-1}(\hat{x}) - G_{k-1}(x^{k-1}) - f(x^k) - g_k(x^k),
\]
so that
\[
\left(G_{k-1}(\hat{x}) - G_{k-1}(x^{k-1})\right) - \left(G_k(\hat{x}) - G_k(x^k)\right) \geq f(x^k) - f(\hat{x}) + g_k(x^k) \geq 0.
\]

Therefore, the sequence \(\{G_k(\hat{x}) - G_k(x^k)\}\) is decreasing and the sequences \(\{g_k(x^k)\}\) and \(\{f(x_k) - f(\hat{x})\}\) converge to zero.

From
\[G_k(\hat{x}) - G_k(x^k) \geq \frac{1}{2\gamma} \|\hat{x} - x^k\|^2,\]
it follows that the sequence \(\{x^k\}\) is bounded. Therefore, we may select a subsequence \(\{x^{k_n}\}\) converging to some \(x^{**}\), with \(\{x^{k_n-1}\}\) converging to some \(x^*\), and therefore \(f(x^*) = f(x^{**}) = f(\hat{x})\).

Replacing the generic \(\hat{x}\) with \(x^{**}\), we find that \(\{G_k(x^{**}) - G_k(x^k)\}\) is decreasing to zero. From the inequality in (5.13), we conclude that the sequence \(\{\|x^* - x^k\|^2\}\) converges to zero, and so \(\{x^k\}\) converges to \(x^*\). This completes the proof of the theorem.

5.4 Some Examples

We present some examples to illustrate the application of the convergence theorem.
5.4. SOME EXAMPLES

5.4.1 Projected Gradient Descent

Let $C$ be a non-empty, closed convex subset of $\mathbb{R}^J$ and $f_1(x) = \iota_C(x)$, the function that is $+\infty$ for $x$ not in $C$ and zero for $x$ in $C$. Then $\iota_C(x)$ is convex, but not differentiable. We have $\text{prox}_{\gamma f_1} = P_C$, the orthogonal projection onto $C$. The iteration in Equation (5.4) becomes

$$x^k = P_C \left( x^{k-1} - \gamma \nabla f_2(x^{k-1}) \right).$$

(5.14)

The sequence $\{x^k\}$ converges to a minimizer of $f_2$ over $x \in C$, whenever such minimizers exist, for $0 < \gamma \leq 1/L$.

5.4.2 The CQ Algorithm

Let $A$ be a real $I$ by $J$ matrix, $C \subseteq \mathbb{R}^J$, and $Q \subseteq \mathbb{R}^I$, both closed convex sets. The split feasibility problem (SFP) is to find $x$ in $C$ such that $Ax$ is in $Q$. The function

$$f_2(x) = \frac{1}{2} \| P_Q Ax - Ax \|^2_2$$

(5.15)

is convex, differentiable and $\nabla f_2$ is $L$-Lipschitz for $L = \rho(A^T A)$, the spectral radius of $A^T A$. The gradient of $f_2$ is

$$\nabla f_2(x) = A^T (I - P_Q) Ax.$$  

(5.16)

We want to minimize the function $f_2(x)$ over $x \in C$, or, equivalently, to minimize the function $f(x) = \iota_C(x) + f_2(x)$. The projected gradient descent algorithm has the iterative step

$$x^k = P_C \left( x^{k-1} - \gamma A^T (I - P_Q) Ax^{k-1} \right);$$

(5.17)

this iterative method was called the CQ-algorithm in [57, 58]. The sequence $\{x^k\}$ converges to a solution whenever $f_2$ has a minimum on the set $C$, for $0 < \gamma \leq 1/L$.

In [78, 74] the CQ algorithm was extended to a multiple-sets algorithm and applied to the design of protocols for intensity-modulated radiation therapy.

5.4.3 The Projected Landweber Algorithm

The problem is to minimize the function

$$f_2(x) = \frac{1}{2} \| Ax - b \|^2_2,$$

over $x \in C$. This is a special case of the SFP and we can use the CQ-algorithm, with $Q = \{b\}$. The resulting iteration is the projected Landweber algorithm [22]; when $C = \mathbb{R}^J$ it becomes the Landweber algorithm [144].
5.5 Minimizing $f_2$ over a Linear Manifold

Suppose that we want to minimize $f_2$ over $x$ in the linear manifold $M = S + p$, where $S$ is a subspace of $\mathbb{R}^J$ of dimension $I < J$ and $p$ is a fixed vector. Let $A$ be an $I$ by $J$ matrix such that the $I$ columns of $A^T$ form a basis for $S$. For each $z \in \mathbb{R}^I$ let

$$d(z) = f_2(A^T z + p),$$

so that $d$ is convex, differentiable, and its gradient,

$$\nabla d(z) = A \nabla f_2(A^T z + p),$$

is $K$-Lipschitz continuous, for $K = \rho(A^T A) L$. The sequence $\{z^k\}$ defined by

$$z^k = z^{k-1} - \gamma \nabla d(z^{k-1}) \quad (5.18)$$

converges to a minimizer of $d$ over all $z$ in $\mathbb{R}^I$, whenever minimizers exist, for $0 < \gamma \leq 1/K$.

From Equation (5.18) we get

$$x^k = x^{k-1} - \gamma A^T A \nabla f_2(x^{k-1}), \quad (5.19)$$

with $x^k = A^T z^k + p$. The sequence $\{x^k\}$ converges to a minimizer of $f_2$ over all $x$ in $M$.

Suppose now that we begin with an algorithm having the iterative step

$$x^k = x^{k-1} - \gamma A^T A \nabla f_2(x^{k-1}), \quad (5.20)$$

where $A$ is any real $I$ by $J$ matrix having rank $I$. Let $x^0$ be in the range of $A^T$, so that $x^0 = A^T z^0$, for some $z^0 \in \mathbb{R}^I$. Then each $x^k = A^T z^k$ is again in the range of $A^T$, and we have

$$A^T z^k = A^T z^{k-1} - \gamma A^T A \nabla f_2(A^T z^{k-1}). \quad (5.21)$$

With $d(z) = f_2(A^T z)$, we can write Equation (5.21) as

$$A^T \left( z^k - (z^{k-1} - \gamma \nabla d(z^{k-1})) \right) = 0. \quad (5.22)$$

Since $A$ has rank $I$, $A^T$ is one-to-one, so that

$$z^k - z^{k-1} - \gamma \nabla d(z^{k-1}) = 0. \quad (5.23)$$

The sequence $\{z^k\}$ converges to a minimizer of $d$, over all $z \in \mathbb{R}^I$, whenever such minimizers exist, for $0 < \gamma \leq 1/K$. Therefore, the sequence $\{x^k\}$ converges to a minimizer of $f_2$ over all $x$ in the range of $A^T$. 
5.6 Feasible-Point Algorithms

Suppose that we want to minimize a convex differentiable function \( f(x) \) over \( x \) such that \( Ax = b \), where \( A \) is an \( I \) by \( J \) full-rank matrix, with \( I < J \). If \( Ax^k = b \) for each of the vectors \( \{x^k\} \) generated by the iterative algorithm, we say that the algorithm is a feasible-point method.

5.6.1 The Projected Gradient Algorithm

Let \( C \) be the feasible set of all \( x \) in \( \mathbb{R}^J \) such that \( Ax = b \). For every \( z \) in \( \mathbb{R}^J \), we have

\[
P_C z = P_{NS(A)} z + A^T (AA^T)^{-1} b,
\]

where \( NS(A) \) is the null space of \( A \). Using

\[
P_{NS(A)} z = z - A^T (AA^T)^{-1} Az,
\]

we have

\[
P_C z = z + A^T (AA^T)^{-1} (b - Az).
\]

Using Equation (5.4), we get the iteration step for the projected gradient algorithm:

\[
x^k = x^{k-1} - \gamma P_{NS(A)} \nabla f(x^{k-1}),
\]

which converges to a solution for \( 0 < \gamma \leq 1/L \), whenever solutions exist.

Next we present a somewhat simpler approach.

5.6.2 The Reduced Gradient Algorithm

Let \( x^0 \) be a feasible point, that is, \( Ax^0 = b \). Then \( x = x^0 + p \) is also feasible if \( p \) is in the null space of \( A \), that is, \( Ap = 0 \). Let \( Z \) be a \( J \) by \( J - I \) matrix whose columns form a basis for the null space of \( A \). We want \( p = Z v \) for some \( v \). The best \( v \) will be the one for which the function

\[
\phi(v) = f(x^0 + Z v)
\]

is minimized. We can apply to the function \( \phi(v) \) the steepest descent method, or the Newton-Raphson method, or any other minimization technique.

The steepest descent method, applied to \( \phi(v) \), is called the reduced steepest descent algorithm [164]. The gradient of \( \phi(v) \), also called the reduced gradient, is

\[
\nabla \phi(v) = Z^T \nabla f(x),
\]
where $x = x^0 + Zv$; the gradient operator $\nabla \phi$ is then $K$-Lipschitz, for
$K = \rho (A^T A)L$.

Let $x^0$ be feasible. The iteration in Equation (5.4) now becomes
\[ v^k = v^{k-1} - \gamma \nabla \phi(v^{k-1}), \]
so that the iteration for $x^k = x^0 + Zv^k$ is
\[ x^k = x^{k-1} - \gamma ZZ^T \nabla f(x^{k-1}). \]

The vectors $x^k$ are feasible and the sequence $\{x^k\}$ converges to a solution,
whenever solutions exist, for any $0 < \gamma < \frac{1}{K}$.

5.6.3 The Reduced Newton-Raphson Method

The same idea can be applied to the Newton-Raphson method. The Newton-Raphson method, applied to $\phi(v)$, is called the reduced Newton-Raphson method [164]. The Hessian matrix of $\phi(v)$, also called the reduced Hessian matrix, is
\[ \nabla^2 \phi(v) = Z^T \nabla^2 f(c) Z, \]
so that the reduced Newton-Raphson iteration becomes
\[ x^k = x^{k-1} - Z \left( Z^T \nabla^2 f(x^{k-1}) Z \right)^{-1} Z^T \nabla f(x^{k-1}). \]

Let $c^0$ be feasible. Then each $x^k$ is feasible. The sequence $\{x^k\}$ is not
guaranteed to converge.
Chapter 6

Operators

6.1 Overview

In a broad sense, all iterative algorithms generate a sequence \( \{x^k\} \) of vectors that describe the current state of the iterative process. The sequence may converge for any starting vector \( x^0 \), or may converge only if the \( x^0 \) is sufficiently close to a solution. The limit, when it exists, may depend on \( x^0 \), and may, or may not, solve the original problem. Convergence to the limit may be slow and the algorithm may need to be accelerated. The algorithm may involve measured data. The limit may be sensitive to noise in the data and the algorithm may need to be regularized to lessen this sensitivity. The algorithm may be quite general, applying to all problems in a broad class, or it may be tailored to the problem at hand. Each step of the algorithm may be costly, but only a few steps generally needed to produce a suitable approximate answer, or, each step may be easily performed, but many such steps needed. Although convergence of an algorithm is important, theoretically, sometimes in practice only a few iterative steps are used. In this chapter we consider several classes of operators that play important roles in optimization.

6.2 Operators

A function \( T : \mathbb{R}^J \to \mathbb{R}^J \) is called an operator on \( \mathbb{R}^J \). For our purposes, the most important examples of operators on \( \mathbb{R}^J \) are the orthogonal projections \( P_C \) onto convex sets, and gradient operators, that is, \( T(x) = \nabla g(x) \), for some differentiable function \( g(x) : \mathbb{R}^J \to \mathbb{R} \). As we shall see later, the operators \( P_C \) are also gradient operators.

For many of the iterative algorithms we consider in this book, the iter-
The iterative step is
\[ x^{k+1} = Tx^k, \]  
for some fixed operator \( T \). If \( T \) is a continuous operator (and it usually is), and the sequence \( \{T^k x^0\} \) converges to \( \hat{x} \), then \( T \hat{x} = \hat{x} \), that is, \( \hat{x} \) is a fixed point of the operator \( T \). We denote by \( \text{Fix}(T) \) the set of fixed points of \( T \). The convergence of the iterative sequence \( \{T^k x^0\} \) will depend on the properties of the operator \( T \).

Our approach here will be to identify several classes of operators for which the iterative sequence is known to converge, to examine the convergence theorems that apply to each class, to describe several applied problems that can be solved by iterative means, to present iterative algorithms for solving these problems, and to establish that the operator involved in each of these algorithms is a member of one of the designated classes.

### 6.3 Contraction Operators

Contraction operators are perhaps the best known class of operators associated with iterative algorithms.

#### 6.3.1 Lipschitz Continuous Operators

**Definition 6.1** An operator \( T \) on \( \mathbb{R}^J \) is Lipschitz continuous, with respect to a vector norm \( \| \cdot \| \), or \( L \)-Lipschitz, if there is a positive constant \( L \) such that

\[ \|Tx - Ty\| \leq L\|x - y\|, \]  
for all \( x \) and \( y \) in \( \mathbb{R}^J \).

For example, if \( f : \mathbb{R} \to \mathbb{R} \), and \( g(x) = f'(x) \) is differentiable, the Mean Value Theorem tells us that

\[ g(b) = g(a) + g'(c)(b - a), \]

for some \( c \) between \( a \) and \( b \). Therefore,

\[ |f'(b) - f'(a)| \leq |f''(c)||b - a|. \]

If \( |f''(x)| \leq L \), for all \( x \), then \( g(x) = f'(x) \) is \( L \)-Lipschitz. More generally, if \( f : \mathbb{R}^J \to \mathbb{R} \) is twice differentiable and \( \|\nabla^2 f(x)\|_2 \leq L \), for all \( x \), then \( T = \nabla f \) is \( L \)-Lipschitz, with respect to the 2-norm. The 2-norm of the Hessian matrix \( \nabla^2 f(x) \) is the largest of the absolute values of its eigenvalues.
6.3. CONTRACTION OPERATORS

6.3.2 Non-Expansive Operators

An important special class of Lipschitz continuous operators are the non-expansive, or contractive, operators.

**Definition 6.2** If \( L = 1 \), then \( T \) is said to be non-expansive (ne), or a contraction, with respect to the given norm. In other words, \( T \) is ne for a given norm if, for every \( x \) and \( y \), we have

\[
\| Tx - Ty \| \leq \| x - y \|.
\]

**Lemma 6.1** Let \( T : \mathbb{R}^J \to \mathbb{R}^J \) be a non-expansive operator, with respect to the 2-norm. Then the set \( F \) of fixed points of \( T \) is a convex set.

**Proof:** Select two distinct points \( a \) and \( b \) in \( F \), a scalar \( \alpha \) in the open interval \((0,1)\), and let \( c = \alpha a + (1 - \alpha) b \). We show that \( Tc = c \). Note that

\[
a - c = \frac{1 - \alpha}{\alpha} (c - b).
\]

We have

\[
\| a - b \| = \| a - Tc + Tc - b \| \leq \| a - Tc \| + \| Tc - b \| = \| Ta - Tc \| + \| Tc - Tb \|
\]

\[
\leq \| a - c \| + \| c - b \| = \| a - b \|;
\]

the last equality follows since \( a - c \) is a multiple of \( (c - b) \). From this, we conclude that

\[
\| a - Tc \| = \| a - c \|,
\]

\[
\| Tc - b \| = \| c - b \|,
\]

and that \( a - Tc \) and \( Tc - b \) are positive multiples of one another, that is, there is \( \beta > 0 \) such that

\[
a - Tc = \beta (Tc - b),
\]

or

\[
Tc = \frac{1}{1 + \beta} a + \frac{\beta}{1 + \beta} b = \gamma a + (1 - \gamma)b.
\]

Then inserting \( c = \alpha a + (1 - \alpha) b \) and \( Tc = \gamma a + (1 - \gamma)b \) into

\[
\| Tc - b \| = \| c - b \|,
\]

we find that \( \gamma = \alpha \) and so \( Tc = c \).

The reader should note that the proof of the previous lemma depends heavily on the fact that the norm is the two-norm. If \( x \) and \( y \) are any
non-negative vectors then $\|x + y\|_1 = \|x\|_1 + \|y\|_1$, so the proof would not hold, if, for example, we used the one-norm instead.

We want to find properties of an operator $T$ that guarantee that the sequence of iterates $\{T^k x_0\}$ will converge to a fixed point of $T$, for any $x^0$, whenever fixed points exist. Being non-expansive is not enough; the non-expansive operator $T = -I$, where $Ix = x$ is the identity operator, has the fixed point $x = 0$, but the sequence $\{T^k x^0\}$ converges only if $x^0 = 0$.

### 6.3.3 Strict Contractions

One property that guarantees not only that the iterates converge, but that there is a fixed point is the property of being a strict contraction.

**Definition 6.3** An operator $T$ on $\mathbb{R}^J$ is a strict contraction (sc), with respect to a vector norm $\| \cdot \|$, if there is $r \in (0, 1)$ such that

$$\|Tx - Ty\| \leq r\|x - y\|,$$

for all vectors $x$ and $y$.

For strict contractions, we have the Banach-Picard Theorem [105].

**The Banach-Picard Theorem:**

**Theorem 6.1** Let $T$ be sc. Then, there is a unique fixed point of $T$ and, for any starting vector $x^0$, the sequence $\{T^k x^0\}$ converges to the fixed point.

The key step in the proof is to show that $\{x^k\}$ is a Cauchy sequence, therefore, it has a limit.

**Corollary 6.1** If $T^n$ is a strict contraction, for some positive integer $n$, then $T$ has a fixed point.

**Proof:** The proof is left as Exercise 6.13.

In many of the applications of interest to us, there will be multiple fixed points of $T$. Therefore, $T$ will not be sc for any vector norm, and the Banach-Picard fixed-point theorem will not apply. We need to consider other classes of operators. These classes of operators will emerge as we investigate the properties of orthogonal projection operators.

### 6.3.4 Instability

Suppose we rewrite the equation $e^{-x} = x$ as $x = -\log x$, and define $Tx = -\log x$, for $x > 0$. Now our iterative scheme becomes $x_{k+1} = Tx_k = -\log x_k$. A few calculations will convince us that the sequence $\{x_k\}$ is diverging away from the correct answer, not converging to it. The lesson here is that we cannot casually reformulate our problem as a fixed-point problem and expect the iterates to converge to the answer. What matters is the behavior of the operator $T$. 

6.4 Convex Sets in $\mathbb{R}^J$

We begin with the basic definitions.

**Definition 6.4** A vector $z$ is said to be a convex combination of the vectors $x$ and $y$ if there is $\alpha$ in the interval $[0, 1]$ such that $z = (1 - \alpha)x + \alpha y$. More generally, a vector $z$ is a convex combination of the vectors $x^n$, $n = 1, ..., N$, if there are numbers $\alpha_n \geq 0$ with

$$\alpha_1 + ... + \alpha_N = 1$$

and

$$z = \alpha_1 x^1 + ... + \alpha_N x^N.$$

**Definition 6.5** A nonempty set $C$ in $\mathbb{R}^J$ is said to be convex if, for any distinct points $x$ and $y$ in $C$, and for any real number $\alpha$ in the interval $(0, 1)$, the point $(1 - \alpha)x + \alpha y$ is also in $C$; that is, $C$ is closed to convex combinations of any two members of $C$.

In Exercise 6.1 the reader is asked to show that if $C$ is convex then the convex combination of any number of members of $C$ is again in $C$. We say then that $C$ is closed to convex combinations.

For example, the two-norm unit ball $B$ in $\mathbb{R}^J$, consisting of all $x$ with $\|x\|_2 \leq 1$, is convex, while the surface of the ball, the set of all $x$ with $\|x\|_2 = 1$, is not convex. More generally, the unit ball of $\mathbb{R}^J$ in any norm is a convex set, as a consequence of the triangle inequality for norms.

**Definition 6.6** The convex hull of a set $S$, denoted $\text{conv}(S)$, is the smallest convex set containing $S$, by which we mean that if $K$ is any convex set containing $S$, then $K$ must also contain $\text{conv}(S)$.

One weakness of this definition is that it does not tell us explicitly what the members of $\text{conv}(S)$ look like, nor precisely how the individual members of $\text{conv}(S)$ are related to the members of $S$ itself. In fact, it is not obvious that a smallest such set exists at all. The following proposition remedies this; the reader is asked to supply a proof in Exercise 6.2 later.

**Proposition 6.1** The convex hull of a set $S$ is the set $C$ of all convex combinations of members of $S$.

**Definition 6.7** A subset $S$ of $\mathbb{R}^J$ is a subspace if, for every $x$ and $y$ in $S$ and scalars $\alpha$ and $\beta$, the linear combination $\alpha x + \beta y$ is again in $S$.

A subspace is necessarily a convex set.
6.5 Orthogonal Projection Operators

The following proposition is fundamental in the study of convexity and can be found in most books on the subject; see, for example, the text by Goebel and Reich [122].

**Proposition 6.2** Given any nonempty closed convex set $C$ and an arbitrary vector $x$ in $\mathbb{R}^J$, there is a unique member $P_C x$ of $C$ closest, in the sense of the two-norm, to $x$. The vector $P_C x$ is called the orthogonal (or metric) projection of $x$ onto $C$ and the operator $P_C$ the orthogonal projection onto $C$.

**Proof:** If $x$ is in $C$, then $P_C x = x$, so assume that $x$ is not in $C$. Then $d > 0$, where $d$ is the distance from $x$ to $C$. For each positive integer $n$, select $c^n$ in $C$ with $\|x - c^n\|_2 < d + \frac{1}{n}$. Then, since for all $n$ we have

$$\|c^n\|_2 = \|c^n - x + x\|_2 \leq \|c^n - x\|_2 + \|x\|_2 \leq d + \frac{1}{n} + \|x\|_2 < d + 1 + \|x\|_2,$$

the sequence $\{c^n\}$ is bounded; let $c^*$ be any cluster point. It follows easily that $\|x - c^*\|_2 = d$ and that $c^*$ is in $C$. If there is any other member $c$ of $C$ with $\|x - c\|_2 = d$, then, by the Parallelogram Law, we would have $\|x - (c^* + c)/2\|_2 < d$, which is a contradiction. Therefore, $c^*$ is $P_C x$. 

The proof just given relies on the Bolzano-Weierstrass Theorem. There is another proof, which avoids this theorem and so is valid for infinite-dimensional Hilbert space. The idea is to use the Parallelogram Law to show that the sequence $\{c^n\}$ is Cauchy and then to use completeness to get $c^*$. We leave the details to the reader.

If $C$ is a subspace, then we can get an explicit description of $P_C x$ in terms of $x$; for general convex sets $C$, however, we will not be able to express $P_C x$ explicitly, and certain approximations will be needed. Orthogonal projection operators are central to our discussion, and, in this overview, we focus on problems involving convex sets, algorithms involving orthogonal projection onto convex sets, and classes of operators derived from properties of orthogonal projection operators.

For an arbitrary nonempty closed convex set $C$ in $\mathbb{R}^J$, the orthogonal projection $T = P_C$ is a nonlinear operator, unless, of course, $C$ is a subspace. We may not be able to describe $P_C x$ explicitly, but we do know a useful property of $P_C x$.

**Proposition 6.3** For a given $x$, a vector $z$ in $C$ is $P_C x$ if and only if

$$\langle c - z, z - x \rangle \geq 0,$$

for all $c$ in the set $C$. 

\[ (6.4) \]
Proof: Let \( c \) be arbitrary in \( C \) and \( \alpha \) in \((0, 1)\). Then

\[
||x - P_C x||_2^2 \leq ||x - (1 - \alpha)P_C x - \alpha c||_2^2 = ||x - P_C x + \alpha (P_C x - c)||_2^2
\]

Therefore,

\[
-2\alpha \langle x - P_C x, c - P_C x \rangle + \alpha^2 ||P_C x - c||_2^2 \geq 0,
\]

so that

\[
2\langle x - P_C x, c - P_C x \rangle \leq \alpha ||P_C x - c||_2^2.
\]

Taking the limit, as \( \alpha \to 0 \), we conclude that

\[
\langle c - P_C x, P_C x - x \rangle \geq 0.
\]

If \( z \) is a member of \( C \) that also has the property

\[
\langle c - z, z - x \rangle \geq 0,
\]

for all \( c \) in \( C \), then we have both

\[
\langle z - P_C x, P_C x - x \rangle \geq 0,
\]

and

\[
\langle z - P_C x, x - z \rangle \geq 0.
\]

Adding on both sides of these two inequalities lead to

\[
\langle z - P_C x, P_C x - z \rangle \geq 0.
\]

But,

\[
\langle z - P_C x, P_C x - z \rangle = -||z - P_C x||_2^2,
\]

so it must be the case that \( z = P_C x \). This completes the proof.

Corollary 6.2 For any \( x \) and \( y \) in \( \mathbb{R}^J \) we have

\[
\langle P_C x - P_C y, x - y \rangle \geq ||P_C x - P_C y||_2^2.
\]

Proof: The proof is left as Exercise 6.14.

It follows from Corollary 6.2 and Cauchy’s Inequality that the orthogonal projection operator \( T = P_C \) is non-expansive, with respect to the Euclidean norm, that is,

\[
||P_C x - P_C y||_2 \leq ||x - y||_2.
\]
for all \(x\) and \(y\). Because the operator \(P_C\) has multiple fixed points, \(P_C\) cannot be a strict contraction, unless the set \(C\) is a singleton set.

Corollary 6.2 tells us that the operators \(P_C\) are more than simply non-expansive; they are \textit{firmly non-expansive}. A good source for more material on these topics are the books by Goebel and Reich [122] and by Bauschke and Combettes [18].

**Definition 6.8** An operator \(T\) is said to be \textit{firmly non-expansive (fne)} if
\[
\langle Tx - Ty, x - y \rangle \geq ||Tx - Ty||_2^2,
\]
for all \(x\) and \(y\) in \(\mathbb{R}^J\).

**Lemma 6.2** An operator \(F : \mathbb{R}^J \to \mathbb{R}^J\) is fne if and only if \(F = \frac{1}{2}(I + N)\), for some operator \(N\) that is ne with respect to the two-norm.

**Proof:** Suppose that \(F = \frac{1}{2}(I + N)\). We show that \(F\) is fne if and only if \(N\) is ne in the two-norm. First, we have
\[
\langle Fx - Fy, x - y \rangle = \frac{1}{2}\|x - y\|_2^2 + \frac{1}{2}(Nx - Ny, x - y).
\]
Also,
\[
\|\frac{1}{2}(I + N)x - \frac{1}{2}(I + N)y\|_2^2 = \frac{1}{4}\|x - y\|_2^2 + \frac{1}{4}\|Nx - Ny\|_2^2 + \frac{1}{2}(Nx - Ny, x - y).
\]
Therefore,
\[
\langle Fx - Fy, x - y \rangle \geq \|Fx - Fy\|_2^2
\]
if and only if
\[
\|Nx - Ny\|_2^2 \leq \|x - y\|_2^2.
\]
\[
\square
\]

**Corollary 6.3** For \(m = 1, 2, ..., M\), let \(\alpha_m > 0\), with \(\sum_{m=1}^M \alpha_m = 1\), and let \(F_m : \mathbb{R}^J \to \mathbb{R}^J\) be fne. Then the operator
\[
F = \sum_{m=1}^M \alpha_m F_m
\]
is also fne. In particular, the arithmetic mean of the \(F_m\) is fne.

**Corollary 6.4** An operator \(F\) is fne if and only if \(I - F\) is fne.
6.6 Firmly Non-Expansive Gradients

In this section we consider some useful properties of the gradient operator of a differentiable convex function.

It is convenient for us to consider functions on \( \mathbb{R}^J \) whose values may be infinite. For example, we define the \textit{indicator function} of a set \( C \subseteq \mathbb{R}^J \) to have the value zero for \( x \) in \( C \), and the value \(+\infty\) for \( x \) outside the set \( C \).

\textbf{Definition 6.9} A function \( f : \mathbb{R}^J \to [-\infty, \infty] \) is proper if there is no \( x \) for which \( f(x) = -\infty \) and some \( x \) for which \( f(x) < +\infty \).

All the functions we shall consider in this text will be proper.

\textbf{Definition 6.10} Let \( f \) be a proper function defined on \( \mathbb{R}^J \). The subset of \( \mathbb{R}^{J+1} \) defined by
\[
\text{epi}(f) = \{(x, \gamma)| f(x) \leq \gamma \}
\]
is the epi-graph of \( f \). Then we say that \( f \) is convex if its epi-graph is a convex set.

Alternative definitions of convex function are presented in the exercises.

\textbf{Definition 6.11} The effective domain of a proper function \( f : \mathbb{R}^J \to (-\infty, \infty] \) is the set
\[
\text{dom} f = \{x| f(x) < +\infty \}.
\]
It is also the projection onto \( \mathbb{R}^J \) of its epi-graph.

It is easily shown that the effective domain of a convex function is a convex set.

Let \( g : \mathbb{R}^J \to \mathbb{R} \) be differentiable. We have several equivalent notions of convexity for such functions of several variables.

\textbf{Theorem 6.2} Let \( g : \mathbb{R}^J \to \mathbb{R} \) be differentiable. The following are equivalent:

\begin{itemize}
  \item 1) \( g(x) \) is convex;
  \item 2) for all \( a \) and \( b \) we have
  \[
  g(b) \geq g(a) + \langle \nabla g(a), b - a \rangle;
  \]
  \item 3) for all \( a \) and \( b \) we have
  \[
  \langle \nabla g(b) - \nabla g(a), b - a \rangle \geq 0.
  \]
\end{itemize}

\textbf{Corollary 6.5} The function \( g(x) = \frac{1}{2} \left( \|x\|^2 - \|x - P_C x\|^2 \right) \) is convex.
Proof: We show later in Corollary 8.1 that the gradient of \( g(x) \) is \( \nabla g(x) = P_C x \). From the inequality (6.14) we know that
\[
\langle P_C x - P_C y, x - y \rangle \geq 0,
\]
for all \( x \) and \( y \). Therefore, \( g(x) \) is convex, by Theorem 6.2.

The following theorem is a consequence of the somewhat more general Baillon-Haddad Theorem (see Corollary 18.16 in [18]).

Theorem 6.3 Let \( h(x) \) be convex and differentiable and its derivative, \( \nabla h(x) \), non-expansive in the two-norm, that is,
\[
||\nabla h(b) - \nabla h(a)||_2 \leq ||b - a||_2, \tag{6.19}
\]
for all \( a \) and \( b \). Then \( \nabla h(x) \) is firmly non-expansive. which means that
\[
\langle \nabla h(b) - \nabla h(a), b - a \rangle \geq ||\nabla h(b) - \nabla h(a)||_2^2. \tag{6.20}
\]

Suppose that \( g(x) : \mathbb{R}^J \rightarrow \mathbb{R} \) is convex and the operator \( \nabla g \) is \( L \)-Lipschitz. Let \( h(x) = \frac{1}{2} g(x) \), so that \( \nabla h \) is a non-expansive operator. According to Theorem 6.3, the operator \( \nabla h = \frac{1}{2} \nabla g \) is firmly non-expansive.

In [124] Golshstein and Tretyakov prove the following theorem, from which Theorem 6.3 follows immediately. The proof given here is different from that given in [124].

Theorem 6.4 Let \( g : \mathbb{R}^J \rightarrow \mathbb{R} \) be convex and differentiable. The following are equivalent:

\begin{itemize}
  \item 1) \[
  ||\nabla g(x) - \nabla g(y)||_2 \leq ||x - y||_2; \tag{6.21}
  \]
  \item 2) \[
  g(x) \geq g(y) + \langle \nabla g(y), x - y \rangle + \frac{1}{2}||\nabla g(x) - \nabla g(y)||_2^2; \tag{6.22}
  \]
  and
  \item 3) \[
  \langle \nabla g(x) - \nabla g(y), x - y \rangle \geq ||\nabla g(x) - \nabla g(y)||_2^2. \tag{6.23}
  \]
\end{itemize}

Proof: The only non-trivial step in the proof is showing that Inequality (6.21) implies Inequality (6.22). From Theorem 6.2 we see that Inequality (6.21) implies that the function \( h(x) = \frac{1}{2} ||x||^2 - g(x) \) is convex, and that
\[
\frac{1}{2} ||x - y||^2 \geq g(x) - g(y) - \langle \nabla g(y), x - y \rangle,
\]
for all $x$ and $y$. Now fix $y$ and define

$$d(z) = D_g(z,y) = g(z) - g(y) - \langle \nabla g(y), z - y \rangle,$$

for all $z$. Since the function $g(z)$ is convex, so is $d(z)$. Since

$$\nabla d(z) = \nabla g(z) - \nabla g(y),$$

it follows from Inequality (6.21) that

$$\|\nabla d(z) - \nabla d(x)\| \leq \|z - x\|,$$

for all $x$ and $z$. Then, from our previous calculations, we may conclude that

$$\frac{1}{2}\|z - x\|^2 \geq d(z) - d(x) - \langle \nabla d(x), z - x \rangle,$$

for all $z$ and $x$.

Now let $x$ be arbitrary and

$$z = x - \nabla g(x) + \nabla g(y).$$

Then

$$0 \leq d(z) \leq d(x) - \frac{1}{2}\|\nabla g(x) - \nabla g(y)\|^2.$$

This completes the proof.

We know from Corollary 6.5 that the function

$$g(x) = \frac{1}{2}\left(\|x\|^2 - \|x - P_C x\|^2\right)$$

is convex. As Corollary 8.1 tells us, its gradient is $\nabla g(x) = P_C x$. We showed in Corollary 6.2 that the operator $P_C$ is non-expansive by showing that it is actually firmly non-expansive. Therefore, Theorem 6.3 can be viewed as a generalization of Corollary 6.2.

If $g(x)$ is convex and $\nabla g$ is $L$-Lipschitz, then $\frac{1}{2}\nabla g$ is non-expansive, so, by Theorem 6.3, it is firmly non-expansive. It follows that, for $\gamma > 0$, the operator

$$T = I - \gamma \nabla g$$ (6.24)

is averaged, whenever $0 < \gamma < \frac{2}{L}$. By the Krasnosel’skii-Mann-Opial Theorem 7.1, the iterative sequence $x^{k+1} = Tx^k = x^k - \gamma \nabla g(x^k)$ converges to a minimizer of $g(x)$, whenever minimizers exist.
6.6.1 The Search for Other Properties of $P_C$

The class of non-expansive operators is too large for our purposes; the operator $T = -I$ is non-expansive, but the sequence $\{T^k x^0\}$ does not converge, in general, even though a fixed point, $x = 0$, exists. The class of firmly non-expansive operators is too small for our purposes. Although the convergence of the iterative sequence $\{T^k x^0\}$ to a fixed point does hold for firmly non-expansive $T$, whenever fixed points exist, the product of two or more fine operators need not be fine; that is, the class of fine operators is not closed to finite products. This poses a problem, since, as we shall see, products of orthogonal projection operators arise in several of the algorithms we wish to consider. We need a class of operators smaller than the fine ones, but larger than the fine ones, closed to finite products, and for which the sequence of iterates $\{T^k x^0\}$ will converge, for any $x^0$, whenever fixed points exist. The class we shall consider is the class of averaged operators. In all discussion of averaged operators the norm will be the two-norm.

6.7 Convex Sets and Convex Functions

A function $f : \mathbb{R}^J \rightarrow (-\infty, \infty]$ is convex if and only if its epigraph is a convex set in $\mathbb{R}^{J+1}$. At the same time, every closed convex set $C \subseteq \mathbb{R}^J$ has the form

$$C = \{x | f(x) \leq 0\}, \quad (6.25)$$

for some convex function $f : \mathbb{R}^J \rightarrow \mathbb{R}$. We are tempted to assume that the smoothness of the function $f$ will be reflected in the geometry of the set $C$. In particular, we may well expect that, if $x$ is on the boundary of $C$ and $f$ is differentiable at $x$, then there is a unique hyperplane supporting $C$ at $x$ and $\nabla f(x)$ is a non-zero normal vector; but this is wrong. Any closed convex nonempty set $C$ can be written as in Equation (6.25), for the differentiable function

$$f(x) = \frac{1}{2} \|x - P_C x\|^2.$$

As we shall see later, the gradient of $f(x)$ is $\nabla f(x) = x - P_C x$, so that $\nabla f(x) = 0$ for every $x$ in $C$. Nevertheless, the set $C$ may have a unique supporting hyperplane at each boundary point, or it may have multiple such hyperplanes, regardless of the properties of the $f$ used to define $C$.

When we first encounter gradients, usually in Calculus III, they are almost always described geometrically as a vector that is a normal for the hyperplane that is tangent to the level surface of $f$ at that point, and as indicating the direction of greatest increase of $f$. However, this is not always the case.
Consider the function \( f : \mathbb{R}^2 \to \mathbb{R} \) given by
\[
f(x_1, x_2) = \frac{1}{2} (\sqrt{x_1^2 + x_2^2} - 1)^2,
\]
for \( x_1^2 + x_2^2 \geq 1 \), and zero, otherwise. This function is differentiable and
\[
\nabla f(x) = \frac{\|x\|_2 - 1}{\|x\|_2} x,
\]
for \( \|x\|_2 \geq 1 \), and \( \nabla f(x) = 0 \), otherwise. The level surface in \( \mathbb{R}^2 \) of all \( x \) such that \( f(x) \leq 0 \) is the closed unit ball; it is not a simple closed curve. At every point of its boundary the gradient is zero, and yet, at each boundary point, there is a unique supporting tangent line.

Consider the function \( f : \mathbb{R}^2 \to \mathbb{R} \) given by \( f(x) = f(x_1, x_2) = x_2^2 \). The level curve \( C = \{x | f(x) = 0\} \) is the \( x_2 \) axis. For any \( x \) such that \( x_1 = 0 \) the hyperplane supporting \( C \) at \( x \) is \( C \) itself, and any vector of the form \((\gamma, 0)\) is a normal to \( C \). But the gradient of \( f(x) \) is zero at all points of \( C \). So the gradient of \( f \) is not a normal vector to the supporting hyperplane.

### 6.8 Exercises

**Ex. 6.1** Let \( C \subseteq \mathbb{R}^J \), and let \( x^n, n = 1, \ldots, N \) be members of \( C \). For \( n = 1, \ldots, N \), let \( \alpha_n > 0 \), with \( \alpha_1 + \ldots + \alpha_N = 1 \). Show that, if \( C \) is convex, then the convex combination
\[
\alpha_1 x^1 + \alpha_2 x^2 + \ldots + \alpha_N x^N
\]
is in \( C \).

**Ex. 6.2** Prove Proposition 6.1. Hint: show that the set \( C \) is convex.

**Ex. 6.3** Show that the subset of \( \mathbb{R}^J \) consisting of all vectors \( x \) with \( \|x\|_2 = 1 \) is not convex.

**Ex. 6.4** Let \( \|x\|_2 = \|y\|_2 = 1 \) and \( z = \frac{1}{2} (x + y) \) in \( \mathbb{R}^J \). Show that \( \|z\|_2 < 1 \) unless \( x = y \). Show that this conclusion does not hold if the two-norm \( \| \cdot \|_2 \) is replaced by the one-norm, defined by
\[
\|x\|_1 = \sum_{j=1}^{J} |x_j|.
\]

**Ex. 6.5** Let \( C \) be the set of all vectors \( x \) in \( \mathbb{R}^J \) with \( \|x\|_2 \leq 1 \). Let \( K \) be a subset of \( C \) obtained by removing from \( C \) any number of its members for which \( \|x\|_2 = 1 \). Show that \( K \) is convex. Consequently, every \( x \) in \( C \) with \( \|x\|_2 = 1 \) is an extreme point of \( C \).
Ex. 6.6 Let $A$ and $B$ be nonempty, closed convex subsets of $\mathbb{R}^J$. Define the set $B - A$ to be all $x$ in $\mathbb{R}^J$ such that $x = b - a$ for some $a \in A$ and $b \in B$. Show that $B - A$ is closed if one of the two sets is bounded. Find an example of two disjoint unbounded closed convex sets in $\mathbb{R}^2$ that get arbitrarily close to each other. Show that, for this example, $B - A$ is not closed.

Ex. 6.7 Let $C$ be a convex set and $f : C \subseteq \mathbb{R}^J \to (-\infty, \infty]$. Prove that $f(x)$ is a convex function, according to Definition 6.10, if and only if, for all $x$ and $y$ in $C$, and for all $0 < \alpha < 1$, we have
\[
f(\alpha x + (1-\alpha)y) \leq \alpha f(x) + (1-\alpha)f(y).
\]

Ex. 6.8 Let $f : \mathbb{R}^J \to [-\infty, \infty]$. Prove that $f(x)$ is a convex function if and only if, for all $0 < \alpha < 1$, we have
\[
f(\alpha x + (1-\alpha)y) < \alpha b + (1-\alpha)c,
\]
whenever $f(x) < b$ and $f(y) < c$.

Ex. 6.9 Given a point $s$ in a convex set $C$, where are the points $x$ for which $s = P_Cx$?

Ex. 6.10 Show that it is possible to have a vector $z \in \mathbb{R}^J$ such that $\langle z - x, c - z \rangle \geq 0$ for all $c \in C$, but $z$ is not $P_Cx$.

Ex. 6.11 (Rådström Cancellation [26])

- (a) Show that, for any subset $S$ of $\mathbb{R}^N$, we have $2S \subseteq S + S$, and $2S = S + S$ if $S$ is convex.

- (b) Find three finite subsets of $\mathbb{R}$, say $A$, $B$, and $C$, with $A$ not contained in $B$, but with the property that $A + C \subseteq B + C$. Hint: try to find an example where the set $C$ is $C = \{-1, 0, 1\}$.

- (c) Show that, if $A$ and $B$ are convex in $\mathbb{R}^N$, $B$ is closed, and $C$ is bounded in $\mathbb{R}^N$, then $A + C \subseteq B + C$ implies that $A \subseteq B$. Hint: Note that, under these assumptions, $2A + C = A + (A + C) \subseteq 2B + C$.

Ex. 6.12 Let $A$ and $B$ be non-empty closed convex subsets of $\mathbb{R}^N$. For each $a \in A$ define
\[
d(a,B) = \inf_{b \in B} \|a - b\|_2,
\]
and then define
\[
d(A,B) = \inf_{a \in A} d(a,B).
\]
Let
\[ E = \{ a \in A | d(a, B) = d(A, B) \}, \]
and
\[ F = \{ b \in B | d(b, A) = d(B, A) \}; \]
assume that both \( E \) and \( F \) are not empty. The displacement vector is \( v = P_K(0) \), where \( K \) is the closure of the set \( B - A \). For any transformation \( T : \mathbb{R}^N \to \mathbb{R}^N \), denote by \( \text{Fix}(T) \) the set of all \( x \in \mathbb{R}^N \) such that \( Tx = x \). Prove the following:
• (a) \( \|v\|_2 = d(A, B) \);
• (b) \( E + v = F \);
• (c) \( E = \text{Fix}(P_A P_B) = A \cap (B - v) \);
• (d) \( F = \text{Fix}(P_B P_A) = B \cap (A + v) \);
• (e) \( P_B e = P_F e = e + v \), for all \( e \in E \);
• (f) \( P_A f = P_E f = f - v \), for all \( f \in F \).

**Ex. 6.13** Prove Corollary 6.1.

**Ex. 6.14** Prove Corollary 6.2.
Chapter 7

Averaged and Paracontractive Operators

In this chapter we discuss two classes of operators important for iterative algorithms, the averaged operators and the paracontractive operators.

7.1 Two Useful Identities

The identities in the next two lemmas relate an arbitrary operator $T$ to its complement, $G = I - T$, where $I$ denotes the identity operator. These identities will allow us to transform properties of $T$ into properties of $G$ that may be easier to work with. A simple calculation is all that is needed to establish the following lemma.

**Lemma 7.1** Let $T$ be an arbitrary operator $T$ on $\mathbb{R}^J$ and $G = I - T$. Then
\[
||x - y||^2 - ||Tx - Ty||^2 = 2(\langle Gx - Gy, x - y \rangle) - ||Gx - Gy||^2.
\]
(7.1)

**Lemma 7.2** Let $T$ be an arbitrary operator $T$ on $\mathbb{R}^J$ and $G = I - T$. Then
\[
\langle Tx - Ty, x - y \rangle - ||Tx - Ty||^2 =
\]
\[
\langle Gx - Gy, x - y \rangle - ||Gx - Gy||^2.
\]
(7.2)

**Proof:** Use the previous lemma. 

7.2 Averaged Operators

The term ‘averaged operator’ appears in the work of Baillon, Bruck and Reich [34, 9]. There are several ways to define averaged operators. One way is suggested by Lemma 6.2.
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Definition 7.1 An operator \( T : \mathbb{R}^J \rightarrow \mathbb{R}^J \) is averaged (av) if there is an operator \( N \) that is \( \text{ne} \) in the two-norm and \( \alpha \in (0, 1) \) such that \( T = (1 - \alpha)I + \alpha N \). Then we say that \( T \) is \( \alpha \)-averaged.

It follows that \( T \) is \( \text{fne} \) if and only if \( T \) is \( \alpha \)-averaged for \( \alpha = \frac{1}{2} \). Every averaged operator is \( \text{ne} \), with respect to the two-norm, and every \( \text{fne} \) operator is \( \text{av} \).

We can also describe averaged operators \( T \) in terms of the complement operator, \( G = I - T \).

Definition 7.2 An operator \( G \) on \( \mathbb{R}^J \) is called \( \nu \)-inverse strongly monotone (\( \nu \)-ism) \((\nu \text{-ism})[124]\) (also called co-coercive in [91]) if there is \( \nu > 0 \) such that
\[
\langle Gx - Gy, x - y \rangle \geq \nu \|Gx - Gy\|^2.
\] (7.3)

Lemma 7.3 An operator \( T \) is \( \text{ne} \), with respect to the two-norm, if and only if its complement \( G = I - T \) is \( \frac{1}{2} \)-ism, and \( T \) is \( \text{fne} \) if and only if \( G \) is \( 1 \)-ism, and if and only if \( G \) is \( \text{fne} \). Also, \( T \) is \( \text{ne} \) if and only if \( F = (I + T)/2 \) is \( \text{fne} \). If \( G \) is \( \nu \)-ism and \( \gamma > 0 \) then the operator \( \gamma G \) is \( \frac{\nu}{\gamma} \)-ism.

Lemma 7.4 An operator \( T \) is averaged if and only if \( G = I - T \) is \( \nu \)-ism for some \( \nu > \frac{1}{2} \). If \( G \) is \( \frac{1}{2\alpha} \)-ism, for some \( \alpha \in (0, 1) \), then \( T \) is \( \alpha \)-av.

Proof: We assume first that there is \( \alpha \in (0, 1) \) and \( \text{ne} \) operator \( N \) such that \( T = (1 - \alpha)I + \alpha N \), and so \( G = I - T = \alpha(I - N) \). Since \( N \) is \( \text{ne} \), \( I - N \) is \( \frac{1}{2} \)-ism and \( G = \alpha(I - N) \) is \( \frac{1}{2\alpha} \)-ism. Conversely, assume that \( G \) is \( \nu \)-ism for some \( \nu > \frac{1}{2} \). Let \( \alpha = \frac{1}{2\nu} \) and write \( T = (1 - \alpha)I + \alpha N \) for \( N = I - \frac{1}{\alpha}G \). Since \( I - N = \frac{1}{\alpha}G \), \( I - N \) is \( \alpha\nu \)-ism. Consequently \( I - N \) is \( \frac{1}{2} \)-ism and \( N \) is \( \text{ne} \).

An averaged operator is easily constructed from a given operator \( N \) that is \( \text{ne} \) in the two-norm by taking a convex combination of \( N \) and the identity \( I \). The beauty of the class of \( \text{av} \) operators is that it contains many operators, such as \( P_C \), that are not originally defined in this way. As we shall see shortly, finite products of averaged operators are again averaged, so the product of finitely many orthogonal projections is \( \text{av} \).

We present now the fundamental properties of averaged operators, in preparation for the proof that the class of averaged operators is closed to finite products.

Note that we can establish that a given operator is \( \text{av} \) by showing that there is an \( \alpha \) in the interval \((0, 1)\) such that the operator
\[
\frac{1}{\alpha}(A - (1 - \alpha)I)
\] (7.4)
is \( \text{ne} \). Using this approach, we can easily show that if \( T \) is \( \text{sc} \), then \( T \) is \( \text{av} \).
Lemma 7.5 Let $T = (1 - \alpha)A + \alpha N$ for some $\alpha \in (0, 1)$. If $A$ is averaged and $N$ is non-expansive then $T$ is averaged.

Proof: Let $A = (1 - \beta)I + \beta M$ for some $\beta \in (0, 1)$ and ne operator $M$. Let $1 - \gamma = (1 - \alpha)(1 - \beta)$. Then we have

$$T = (1 - \gamma)I + \gamma [(1 - \alpha)\beta \gamma^{-1} M + \alpha \gamma^{-1} N].$$  
(7.5)

Since the operator $K = (1 - \alpha)\beta \gamma^{-1} M + \alpha \gamma^{-1} N$ is easily shown to be ne and the convex combination of two ne operators is again ne, $T$ is averaged.

Corollary 7.1 If $A$ and $B$ are av and $\alpha$ is in the interval $[0, 1]$, then the operator $T = (1 - \alpha)A + \alpha B$ formed by taking the convex combination of $A$ and $B$ is av.

Corollary 7.2 Let $T = (1 - \alpha)F + \alpha N$ for some $\alpha \in (0, 1)$. If $F$ is fne and $N$ is ne then $T$ is averaged.

The orthogonal projection operators $P_H$ onto hyperplanes $H = H(a, \gamma)$ are sometimes used with relaxation, which means that $P_H$ is replaced by the operator

$$T = (1 - \omega)I + \omega P_H,$$  
(7.6)

for some $\omega$ in the interval $(0, 2)$. Clearly, if $\omega$ is in the interval $(0, 1)$, then $T$ is av, by definition, since $P_H$ is ne. We want to show that, even for $\omega$ in the interval $[1, 2)$, $T$ is av. To do this, we consider the operator $R_H = 2P_H - I$, which is reflection through $H$; that is,

$$P_H x = \frac{1}{2}(x + R_H x),$$  
(7.7)

for each $x$.

Lemma 7.6 The operator $R_H = 2P_H - I$ is an isometry; that is,

$$||R_H x - R_H y||_2 = ||x - y||_2,$$  
(7.8)

for all $x$ and $y$, so that $R_H$ is ne.

Lemma 7.7 For $\omega = 1 + \gamma$ in the interval $[1, 2)$, we have

$$(1 - \omega)I + \omega P_H = \alpha I + (1 - \alpha)R_H,$$  
(7.9)

for $\alpha = \frac{1 - \omega}{2}$; therefore, $T = (1 - \omega)I + \omega P_H$ is av.
The product of finitely many ne operators is again ne, while the product of finitely many fne operators, even orthogonal projections, need not be fne. It is a helpful fact that the product of finitely many av operators is again av.

If $A = (1 - \alpha)I + \alpha N$ is averaged and $B$ is averaged then $T = AB$ has the form $T = (1 - \alpha)B + \alpha NB$. Since $B$ is av and $NB$ is ne, it follows from Lemma 7.5 that $T$ is averaged. Summarizing, we have

**Proposition 7.1** If $A$ and $B$ are averaged, then $T = AB$ is averaged.

### 7.3 Gradient Operators

Another type of operator that is averaged can be derived from gradient operators. Let $g(x) : \mathbb{R}^J \rightarrow \mathbb{R}$ be a differentiable convex function and $f(x) = \nabla g(x)$ its gradient. If $\nabla g$ is non-expansive, then, according to Theorem 6.3, $\nabla g$ is ne. If, for some $L > 0$, $\nabla g$ is $L$-Lipschitz, for the two-norm, that is,

$$||\nabla g(x) - \nabla g(y)||_2 \leq L||x - y||_2,$$

for all $x$ and $y$, then $\frac{1}{L}\nabla g$ is ne, therefore fne, and the operator $T = I - \gamma \nabla g$ is av, for $0 < \gamma < \frac{2}{L}$. From Corollary 8.1 we know that the operators $P_C$ are actually gradient operators; $P_Cx = \nabla g(x)$ for

$$g(x) = \frac{1}{2}(||x||_2^2 - ||x - P_Cx||_2^2).$$

### 7.4 The Krasnosel’skii-Mann-Opial Theorem

For any operator $T$ that is averaged, convergence of the sequence $\{T^k x^0\}$ to a fixed point of $T$, whenever fixed points of $T$ exist, is guaranteed by the Krasnosel’skii-Mann-Opial (KMO) Theorem [142, 154, 172]:

**Theorem 7.1** Let $T$ be $\alpha$-averaged, for some $\alpha \in (0, 1)$. Then, for any $x^0$, the sequence $\{T^k x^0\}$ converges to a fixed point of $T$, whenever $\text{Fix}(T)$ is non-empty.

**Proof:** Let $z$ be a fixed point of $T$. The identity in Equation (7.1) is the key to proving Theorem 7.1.

Using $Tz = z$ and $(I - T)z = 0$ and setting $G = I - T$ we have

$$||z - x^k||_2^2 - ||Tz - x^{k+1}||_2^2 = 2(Gz - Gx^k, z - x^k) - ||Gz - Gx^k||_2^2.$$

(7.11)
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Since, by Lemma 7.4, $G$ is $\frac{1}{\alpha}$-ism, we have

$$||z - x^k||^2_2 - ||z - x^{k+1}||^2_2 \geq (\frac{1}{\alpha} - 1)||x^k - x^{k+1}||^2_2.$$  \hfill (7.12)

Consequently the sequence $\{x^k\}$ is bounded, the sequence $\{||z - x^k||_2\}$ is decreasing and the sequence $\{||x^k - x^{k+1}||_2\}$ converges to zero. Let $x^*$ be a cluster point of $\{x^k\}$. Then we have $Tx^* = x^*$, so we may use $x^*$ in place of the arbitrary fixed point $z$. It follows then that the sequence $\{||x^* - x^k||_2\}$ is decreasing; since a subsequence converges to zero, the entire sequence converges to zero. The proof is complete.

A version of the KMO Theorem 7.1, with variable coefficients, appears in Reich’s paper [177].

An operator $T$ is said to be asymptotically regular if, for any $x$, the sequence $\{||T^kx - T^{k+1}x||\}$ converges to zero. The proof of the KMO Theorem 7.1 involves showing that any averaged operator is asymptotically regular. In [172] Opial generalizes the KMO Theorem, proving that, if $T$ is non-expansive and asymptotically regular, then the sequence $\{T^kx\}$ converges to a fixed point of $T$, whenever fixed points exist, for any $x$.

Note that, in the KMO Theorem, we assumed that $T$ is $\alpha$-averaged, so that $G = I - T$ is $\nu$-ism, for some $\nu > \frac{1}{2}$. But we actually used a somewhat weaker condition on $G$; we required only that

$$\langle Gz - Gx, z - x \rangle \geq \nu\|Gz - Gx\|^2$$

for $z$ such that $Gz = 0$. This weaker property is called weakly $\nu$-ism.

7.5 Affine Linear Operators

It may not always be easy to decide if a given operator is averaged. The class of affine linear operators provides an interesting illustration of the problem.

The affine operator $Tx = Bx + d$ will be ne, sc, fn, or av precisely when the linear operator given by multiplication by the matrix $B$ is the same.

7.5.1 The Hermitian Case

When $B$ is Hermitian, we can determine if $B$ belongs to these classes by examining its eigenvalues $\lambda$. We have the following theorem.

**Theorem 7.2** Let $B$ be Hermitian. Then

- $B$ is non-expansive if and only if $-1 \leq \lambda \leq 1$, for all $\lambda$;
- $B$ is averaged if and only if $-1 < \lambda \leq 1$, for all $\lambda$;
• $B$ is a strict contraction if and only if $-1 < \lambda < 1$, for all $\lambda$;
• $B$ is firmly non-expansive if and only if $0 \leq \lambda \leq 1$, for all $\lambda$.

**Proof:** The proof is left as an exercise for the reader.

Affine linear operators $T$ that arise, for instance, in splitting methods for solving systems of linear equations, generally have non-Hermitian linear part $B$. Deciding if such operators belong to these classes is more difficult. Instead, we can ask if the operator is paracontractive, with respect to some norm.

### 7.6 Paracontractive Operators

By examining the properties of the orthogonal projection operators $P_C$, we were led to the useful class of averaged operators. The orthogonal projections also belong to another useful class, the paracontractions.

**Definition 7.3** An operator $T$ is called paracontractive (pc), with respect to a given norm, if, for every fixed point $y$ of $T$, we have

$$||Tx - y|| < ||x - y||,$$  \hspace{1cm} (7.13)

unless $Tx = x$.

Paracontractive operators are studied by Censor and Reich in [84].

**Proposition 7.2** The operators $T = P_C$ are paracontractive, with respect to the Euclidean norm.

**Proof:** It follows from Cauchy’s Inequality that

$$||P_Cx - P_Cy||_2 \leq ||x - y||_2,$$

with equality if and only if

$$P_Cx - P_Cy = \alpha(x - y),$$

for some scalar $\alpha$ with $|\alpha| = 1$. But, because

$$0 \leq \langle P_Cx - P_Cy, x - y \rangle = \alpha||x - y||_2^2,$$

it follows that $\alpha = 1$, and so

$$P_Cx - x = P_Cy - y.$$

When we ask if a given operator $T$ is pc, we must specify the norm. We often construct the norm specifically for the operator involved, as in Equation (7.54). To illustrate, we consider the case of affine operators.
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7.6.1 Linear and Affine Paracontractions

Let the matrix $B$ be diagonalizable and let the columns of $V$ be an eigenvector basis. Then we have $V^{-1}BV = D$, where $D$ is the diagonal matrix having the eigenvalues of $B$ along its diagonal.

**Lemma 7.8** A square matrix $B$ is diagonalizable if all its eigenvalues are distinct.

**Proof:** Let $B$ be $J$ by $J$. Let $\lambda_j$ be the eigenvalues of $B$, $Bx^j = \lambda_j x^j$, and $x^j \neq 0$, for $j = 1, ..., J$. Let $x^m$ be the first eigenvector that is in the span of $\{x|j = 1, ..., m-1\}$. Then

$$x^m = a_1 x^1 + ... + a_{m-1} x^{m-1}, \quad (7.14)$$

for some constants $a_j$ that are not all zero. Multiply both sides by $\lambda_m$ to get

$$\lambda_m x^m = a_1 \lambda_m x^1 + ... + a_{m-1} \lambda_m x^{m-1}. \quad (7.15)$$

From

$$\lambda_m x^m = Ax^m = a_1 \lambda_1 x^1 + ... + a_{m-1} \lambda_{m-1} x^{m-1}, \quad (7.16)$$

it follows that

$$a_1 (\lambda_m - \lambda_1) x^1 + ... + a_{m-1} (\lambda_m - \lambda_{m-1}) x^{m-1} = 0, \quad (7.17)$$

from which we can conclude that some $x^n$ in $\{x^1, ..., x^{m-1}\}$ is in the span of the others. This is a contradiction.

We see from this Lemma that almost all square matrices $B$ are diagonalizable. Indeed, all Hermitian $B$ are diagonalizable. If $B$ has real entries, but is not symmetric, then the eigenvalues of $B$ need not be real, and the eigenvectors of $B$ can have non-real entries. Consequently, we must consider $B$ as a linear operator on $\mathbb{C}^J$, if we are to talk about diagonalizability. For example, consider the real matrix

$$B = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}. \quad (7.18)$$

Its eigenvalues are $\lambda = i$ and $\lambda = -i$. The corresponding eigenvectors are $(1, i)^T$ and $(1, -i)^T$. The matrix $B$ is then diagonalizable as an operator on $\mathbb{C}^2$, but not as an operator on $\mathbb{R}^2$.

**Proposition 7.3** Let $T$ be an affine linear operator whose linear part $B$ is diagonalizable, and $|\lambda| < 1$ for all eigenvalues $\lambda$ of $B$ that are not equal to one. Then the operator $T$ is pc, with respect to the norm given by Equation (7.54).
Proof: This is Exercise 7.6.

We see from Proposition 7.3 that, for the case of affine operators $T$ whose linear part is not Hermitian, instead of asking if $T$ is av, we can ask if $T$ is pc; since $B$ will almost certainly be diagonalizable, we can answer this question by examining the eigenvalues of $B$.

Unlike the class of averaged operators, the class of paracontractive operators is not necessarily closed to finite products, unless those factor operators have a common fixed point.

### 7.6.2 The Elsner-Koltracht-Neumann Theorem

Our interest in paracontractions is due to the Elsner-Koltracht-Neumann (EKN) Theorem [109]:

**Theorem 7.3** Let $T$ be pc with respect to some vector norm. If $T$ has fixed points, then the sequence $\{T^k x^0\}$ converges to a fixed point of $T$, for all starting vectors $x^0$.

We follow the development in [109].

**Theorem 7.4** Suppose that there is a vector norm on $\mathbb{R}^J$, with respect to which each $T_i$ is a pc operator, for $i = 1, \ldots, I$, and that $F = \cap_{i=1}^I \text{Fix}(T_i)$ is not empty. For $k = 0, 1, \ldots$, let $i(k) = k(\text{mod } I) + 1$, and $x^{k+1} = T_{i(k)} x^k$.

The sequence $\{x^k\}$ converges to a member of $F$, for every starting vector $x^0$.

**Proof:** Let $y \in F$. Then, for $k = 0, 1, \ldots$,

$$||x^{k+1} - y|| = ||T_{i(k)} x^k - y|| \leq ||x^k - y||,$$

(7.19)

so that the sequence $\{||x^k - y||\}$ is decreasing; let $d \geq 0$ be its limit. Since the sequence $\{x^k\}$ is bounded, we select an arbitrary cluster point, $x^*$.

Then $d = ||x^* - y||$, from which we can conclude that

$$||T_i x^* - y|| = ||x^* - y||,$$

(7.20)

and $T_i x^* = x^*$, for $i = 1, \ldots, J$; therefore, $x^* \in F$. Replacing $y$, an arbitrary member of $F$, with $x^*$, we have that $||x^k - x^*||$ is decreasing. But, a subsequence converges to zero, so the whole sequence must converge to zero. This completes the proof.

**Corollary 7.3** If $T$ is pc with respect to some vector norm, and $T$ has fixed points, then the iterative sequence $\{T^k x^0\}$ converges to a fixed point of $T$, for every starting vector $x^0$.

**Corollary 7.4** If $T = T_I T_{I-1} \cdots T_2 T_1$, and $F = \cap_{i=1}^I \text{Fix}(T_i)$ is not empty, then $F = \text{Fix}(T)$. 
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Proof: The sequence \( x^{k+1} = T_{i(k)} x^k \) converges to a member of \( \text{Fix}(T) \), for every \( x^0 \). Select \( x^0 \) in \( F \).

Corollary 7.5 The product \( T \) of two or more pc operators \( T_i, i = 1, ..., I \) is again a pc operator, if \( F = \cap_{i=1}^{I} \text{Fix}(T_i) \) is not empty.

Proof: Suppose that for \( T = T_I T_{I-1} \cdots T_2 T_1 \), and \( y \in F = \text{Fix}(T) \), we have

\[
||T x - y|| = ||x - y||. \tag{7.21}
\]

Then, since

\[
||T_I(T_{I-1} \cdots T_1)x - y|| \leq ||T_{I-1} \cdots T_1 x - y|| \leq ...
\]

\[
\leq ||T_1 x - y|| \leq ||x - y||, \tag{7.22}
\]

it follows that

\[
||T_i x - y|| = ||x - y||, \tag{7.23}
\]

and \( T_i x = x \), for each \( i \). Therefore, \( T x = x \).

7.7 Matrix Norms

Any matrix can be turned into a vector by vectorization. Therefore, we can define a norm for any matrix \( A \) by simply vectorizing the matrix and taking a norm of the resulting vector; the 2-norm of the vectorized matrix \( A \) is the Frobenius norm of the matrix itself, denoted \( \|A\|_F \). The Frobenius norm does have the property

\[
\|A x\|_2 \leq \|A\|_F \|x\|_2,
\]

known as submultiplicativity so that it is compatible with the role of \( A \) as a linear transformation, but other norms for matrices may not be compatible with this role for \( A \). For that reason, we consider compatible norms on matrices that are induced from norms of the vectors on which the matrices operate.

7.7.1 Induced Matrix Norms

One way to obtain a compatible norm for matrices is through the use of an induced matrix norm.
Definition 7.4 Let $\|x\|$ be any norm on $\mathbb{C}^J$, not necessarily the Euclidean norm, $\|b\|$ any norm on $\mathbb{C}^I$, and $A$ a rectangular $I \times J$ matrix. The induced matrix norm of $A$, simply denoted $\|A\|$, derived from these two vector norms, is the smallest positive constant $c$ such that
\[
\|Ax\| \leq c\|x\|, \tag{7.24}
\]
for all $x$ in $\mathbb{C}^J$. This induced norm can be written as
\[
\|A\| = \max_{x \neq 0} \{\|Ax\|/\|x\|\}. \tag{7.25}
\]

We study induced matrix norms in order to measure the distance $\|Ax - Az\|$, relative to the distance $\|x - z\|:
\[
\|Ax - Az\| \leq \|A\| \|x - z\|, \tag{7.26}
\]
for all vectors $x$ and $z$ and $\|A\|$ is the smallest number for which this statement can be made.

### 7.7.2 Condition Number of a Square Matrix

Let $S$ be a square, invertible matrix and $z$ the solution to $Sz = h$. We are concerned with the extent to which the solution changes as the right side, $h$, changes. Denote by $\delta_h$ a small perturbation of $h$, and by $\delta_z$ the solution of $S\delta_z = \delta_h$. Then $S(z + \delta_z) = h + \delta_h$. Applying the compatibility condition $\|Ax\| \leq \|A\|\|x\|$, we get
\[
\|\delta_z\| \leq \|S^{-1}\|\|\delta_h\|, \tag{7.27}
\]
and
\[
\|z\| \geq \|h\|/\|S\|. \tag{7.28}
\]
Therefore
\[
\frac{\|\delta_z\|}{\|z\|} \leq \|S\| \|S^{-1}\| \frac{\|\delta_h\|}{\|h\|}. \tag{7.29}
\]

Definition 7.5 The quantity $c = \|S\|\|S^{-1}\|$ is the condition number of $S$, with respect to the given matrix norm.

Note that $c \geq 1$: for any non-zero $z$, we have
\[
\|S^{-1}\| \geq \|S^{-1}z\|/\|z\| = \|S^{-1}z\|/\|SS^{-1}z\| \geq 1/\|S\|. \tag{7.30}
\]
When $S$ is Hermitian and positive-definite, the condition number of $S$, with respect to the matrix norm induced by the Euclidean vector norm, is
\[
c = \lambda_{\text{max}}(S)/\lambda_{\text{min}}(S), \tag{7.31}
\]
the ratio of the largest to the smallest eigenvalues of $S$. 

7.7. MATRIX NORMS

7.7.3 Some Examples of Induced Matrix Norms

If we choose the two vector norms carefully, then we can get an explicit description of \( \|A\| \), but, in general, we cannot.

For example, let \( \|x\| = \|x\|_1 \) and \( \|Ax\| = \|Ax\|_1 \) be the 1-norms of the vectors \( x \) and \( Ax \), where

\[
\|x\|_1 = \sum_{j=1}^{J} |x_j|. \tag{7.32}
\]

**Lemma 7.9** The 1-norm of \( A \), induced by the 1-norms of vectors in \( \mathbb{C}^J \) and \( \mathbb{C}^I \), is

\[
\|A\|_1 = \max \left\{ \sum_{i=1}^{I} |A_{ij}| : j = 1, 2, ..., J \right\}. \tag{7.33}
\]

**Proof:** Use basic properties of the absolute value to show that

\[
\|Ax\|_1 \leq \sum_{j=1}^{J} (\sum_{i=1}^{I} |A_{ij}|) |x_j|. \tag{7.34}
\]

Then let \( j = m \) be the index for which the maximum column sum is reached and select \( x_j = 0 \), for \( j \neq m \), and \( x_m = 1 \).

The infinity norm of the vector \( x \) is

\[
\|x\|_{\infty} = \max \{ |x_j| : j = 1, 2, ..., J \}. \tag{7.35}
\]

**Lemma 7.10** The infinity norm of the matrix \( A \), induced by the infinity norms of vectors in \( \mathbb{R}^J \) and \( \mathbb{C}^I \), is

\[
\|A\|_{\infty} = \max \left\{ \sum_{j=1}^{J} |A_{ij}| : i = 1, 2, ..., I \right\}. \tag{7.36}
\]

The proof is similar to that of the previous lemma.

**Lemma 7.11** Let \( M \) be an invertible matrix and \( \|x\| \) any vector norm. Define

\[
\|x\|_M = \|Mx\|. \tag{7.37}
\]

Then, for any square matrix \( S \), the matrix norm

\[
\|S\|_M = \max_{x \neq 0} \{ \|Sx\|_M / \|x\|_M \} \tag{7.38}
\]

is

\[
\|S\|_M = \|MSM^{-1}\|. \tag{7.39}
\]
Proof: The proof is left as an exercise.  

In [8] Lemma 7.11 is used to prove the following lemma:

**Lemma 7.12** Let $S$ be any square matrix and let $\epsilon > 0$ be given. Then there is an invertible matrix $M$ such that 
\[
\|S\|_M \leq \rho(S) + \epsilon. \tag{7.40}
\]

### 7.7.4 The Euclidean Norm of a Square Matrix

We shall be particularly interested in the Euclidean norm (or 2-norm) of the square matrix $A$, denoted by $\|A\|_2$, which is the induced matrix norm derived from the Euclidean vector norms.

From the definition of the Euclidean norm of $A$, we know that 
\[
\|A\|_2 = \max \{\|Ax\|_2/\|x\|_2\}, \tag{7.41}
\]
with the maximum over all nonzero vectors $x$. Since 
\[
\|Ax\|_2^2 = x^\dagger A^\dagger Ax, \tag{7.42}
\]
we have 
\[
\|A\|_2 = \sqrt{\max \left\{ \frac{x^\dagger A^\dagger Ax}{x^\dagger x} \right\}}, \tag{7.43}
\]
over all nonzero vectors $x$.

**Proposition 7.4** The Euclidean norm of a square matrix is 
\[
\|A\|_2 = \sqrt{\rho(A^\dagger A)}; \tag{7.44}
\]
that is, the term inside the square-root in Equation (7.43) is the largest eigenvalue of the matrix $A^\dagger A$.

Proof: Let 
\[
\lambda_1 \geq \lambda_2 \geq ... \geq \lambda_J \geq 0 \tag{7.45}
\]
and let \{\(u^j, j = 1, ..., J\}\} be mutually orthogonal eigenvectors of $A^\dagger A$ with $\|u^j\|_2 = 1$. Then, for any $x$, we have 
\[
x = \sum_{j=1}^{J} (u^j)^\dagger x u^j, \tag{7.46}
\]
while
\[ A^\dagger Ax = \sum_{j=1}^{J} [(u^j)^\dagger x] A^\dagger Au^j = \sum_{j=1}^{J} \lambda_j [(u^j)^\dagger x] u^j. \] (7.47)

It follows that
\[ \|x\|_2^2 = x^\dagger x = \sum_{j=1}^{J} |(u^j)^\dagger x|^2, \] (7.48)
and
\[ \|Ax\|_2^2 = x^\dagger A^\dagger Ax = \sum_{j=1}^{J} \lambda_j |(u^j)^\dagger x|^2. \] (7.49)

Maximizing \( \|Ax\|_2^2 / \|x\|_2^2 \) over \( x \neq 0 \) is equivalent to maximizing \( \|Ax\|_2^2 \), subject to \( \|x\|_2^2 = 1 \). The right side of Equation (7.49) is then a convex combination of the \( \lambda_j \), which will have its maximum when only the coefficient of \( \lambda_1 \) is non-zero.

It can be shown that
\[ \|A\|_2^2 \leq \|A\|_1 \|A\|_\infty. \]

If \( S \) is not Hermitian, then the Euclidean norm of \( S \) cannot be calculated directly from the eigenvalues of \( S \). Take, for example, the square, non-Hermitian matrix
\[ S = \begin{bmatrix} i & 2 \\ 0 & i \end{bmatrix}, \] (7.50)
having eigenvalues \( \lambda = i \) and \( \lambda = i \). The eigenvalues of the Hermitian matrix
\[ S^\dagger S = \begin{bmatrix} 1 & -2i \\ 2i & 5 \end{bmatrix} \] (7.51)
are \( \lambda = 3 + 2\sqrt{2} \) and \( \lambda = 3 - 2\sqrt{2} \). Therefore, the Euclidean norm of \( S \) is
\[ \|S\|_2 = \sqrt{3 + 2\sqrt{2}}. \] (7.52)

**Definition 7.6** An operator \( T \) is called an affine linear operator if \( T \) has the form \( Tx = Bx + d \), where \( B \) is a linear operator, and \( d \) is a fixed vector.

**Lemma 7.13** Let \( T \) be an affine linear operator. Then \( T \) is a strict contraction if and only if \( \|B\|_1 \), the induced matrix norm of \( B \), is less than one.
**Definition 7.7** The spectral radius of a square matrix $B$, written $\rho(B)$, is the maximum of $|\lambda|$, over all eigenvalues $\lambda$ of $B$.

Since $\rho(B) \leq ||B||$ for every norm on $B$ induced by a vector norm, $B$ is sc implies that $\rho(B) < 1$. When $B$ is Hermitian, the matrix norm of $B$ induced by the Euclidean vector norm is $||B||_2 = \rho(B)$, so if $\rho(B) < 1$, then $B$ is sc with respect to the Euclidean norm.

When $B$ is not Hermitian, it is not as easy to determine if the affine operator $T$ is sc with respect to a given norm. Instead, we often tailor the norm to the operator $T$. Suppose that $B$ is a diagonalizable matrix, that is, there is a basis for $\mathbb{R}^J$ consisting of eigenvectors of $B$. Let $\{u^1, \ldots, u^J\}$ be such a basis, and let $Bu^j = \lambda_j u^j$, for each $j = 1, \ldots, J$. For each $x$ in $\mathbb{R}^J$, there are unique coefficients $a_j$ so that

$$x = \sum_{j=1}^{J} a_j u^j. \quad (7.53)$$

Then let

$$||x|| = \sum_{j=1}^{J} |a_j|. \quad (7.54)$$

**Lemma 7.14** The expression $||\cdot||$ in Equation (7.54) defines a norm on $\mathbb{R}^J$. If $\rho(B) < 1$, then the affine operator $T$ is sc, with respect to this norm.

It is known that, for any square matrix $B$ and any $\epsilon > 0$, there is a vector norm for which the induced matrix norm satisfies $||B|| \leq \rho(B) + \epsilon$. Therefore, if $B$ is an arbitrary square matrix with $\rho(B) < 1$, there is a vector norm with respect to which $B$ is sc.

### 7.8 Exercises

**Ex. 7.1** Prove Lemma 7.11.

**Ex. 7.2** Prove Lemma 7.14.

**Ex. 7.3** Show that, if the operator $T$ is $\alpha$-av and $1 > \beta > \alpha$, then $T$ is $\beta$-av.

**Ex. 7.4** Prove Lemma 7.3.

**Ex. 7.5** Prove Corollary 6.3.

**Ex. 7.6** Prove Proposition 7.3.
Ex. 7.7 Show that, if $B$ is a linear av operator, then $|\lambda| < 1$ for all eigenvalues $\lambda$ of $B$ that are not equal to one.

Ex. 7.8 An operator $Q : \mathbb{R}^J \to \mathbb{R}^J$ is said to be quasi-non-expansive (qne) if $Q$ has fixed points, and, for every fixed point $z$ of $Q$ and for every $x$, we have

\[ \|z - x\| \geq \|z - Qx\|. \]

We say that an operator $R : \mathbb{R}^J \to \mathbb{R}^J$ is quasi-averaged if, for some operator $Q$ that is qne with respect to the two-norm and for some $\alpha$ in the interval $(0, 1)$, we have

\[ R = (1 - \alpha)I + \alpha Q. \]

Show that the Krasnosel’skii-Mann-Opial Theorem 7.1 holds when averaged operators are replaced by quasi-averaged operators.
Chapter 8

Convex Feasibility and Related Problems

8.1 Convex Constraint Sets

When we minimize a real-valued function $f(x)$, constraints on $x$ often take the form of inclusion in certain convex sets. These sets may be related to the measured data, or incorporate other aspects of $x$ known \textit{a priori}. There are several related problems that then arise. Iterative algorithms based on orthogonal projection onto convex sets are then employed to solve these problems. Such constraints can often be formulated as requiring that the desired $x$ lie within the intersection $C$ of a finite collection $\{C_1, \ldots, C_I\}$ of convex sets.

8.1.1 Convex Feasibility

When the number of convex sets is large and the intersection $C$ small, any member of $C$ may be sufficient for our purposes. Finding such $x$ is the \textit{convex feasibility problem} (CFP).

8.1.2 Constrained Optimization

When the intersection $C$ is large, simply obtaining an arbitrary member of $C$ may not be enough; we may require, in addition, that the chosen $x$ optimize some cost function. For example, we may seek the $x$ in $C$ that minimizes $\|x - x^0\|_2^2$. This is \textit{constrained optimization}.
8.1.3 Proximity Function Minimization

When the collection of convex sets has empty intersection, we may minimize a proximity function, such as

\[ f(x) = \frac{1}{2I} \sum_{i=1}^{I} \| P_{C_i} x - x \|_2^2. \]  \hspace{1cm} (8.1)

When the set \( C \) is non-empty, the smallest value of \( f(x) \) is zero, and is attained at any member of \( C \). When \( C \) is empty, the minimizers of \( f(x) \), when they exist, provide a reasonable approximate solution to the CFP.

8.1.4 The Split-Feasibility Problem

An interesting variant of the CFP is the split-feasibility problem \( [76] \). Let \( A \) be an \( I \) by \( J \) (possibly complex) matrix. The SFP is to find a member of a closed, convex set \( C \) in \( \mathbb{C}^J \) for which \( Ax \) is a member of a second closed, convex set \( Q \) in \( \mathbb{C}^I \). When there is no such \( x \), we can obtain an approximate solution by minimizing the proximity function

\[ f(x) = \frac{1}{2} \| P_Q Ax - Ax \|_2^2, \]  \hspace{1cm} (8.2)

over all \( x \) in \( C \), whenever such minimizers exist.

8.1.5 Differentiability

The following theorem describes the gradient of the function \( f(x) \) in Equation (8.2).

**Theorem 8.1** Let \( f(x) = \frac{1}{2} \| P_Q Ax - Ax \|_2^2 \) and \( t \in \partial f(x) \). Then \( t = A^T (I - P_Q) Ax \), so that \( t = \nabla f(x) \).

**Proof:** First, we show that \( t = A^T z^* \) for some \( z^* \). Let \( s = x + w \), where \( w \) is an arbitrary member of the null space of \( A \). Then \( As = Ax \) and \( f(s) = f(x) \). From

\[ 0 = f(s) - f(x) \geq \langle t, s - x \rangle = \langle t, w \rangle, \]

it follows that

\[ \langle t, w \rangle = 0, \]

for all \( w \) in the null space of \( A \), from which we conclude that \( t \) is in the range of \( A^T \). Therefore, we can write \( t = A^T z^* \).

Let \( u \) be chosen so that \( \| A(u - x) \| = 1 \), and let \( \epsilon > 0 \). We then have

\[ \| P_Q Ax - A(x + \epsilon (u - x)) \|_2^2 - \| P_Q Ax - Ax \|_2^2 \geq \]
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\[ \|PQ(Ax + \epsilon(u - x)) - A(x + \epsilon(u - x))\|^2 - \|PQAx - Ax\|^2 \geq 2\epsilon \langle t, u - x \rangle. \]

Therefore, since

\[ \|PQAx - A(x + \epsilon(u - x))\|^2 = \|PQAx - Ax\|^2 - 2\epsilon \langle PQAx - Ax, A(u - x) \rangle + \epsilon^2, \]

it follows that

\[ \epsilon^2 \geq \langle PQAx - Ax + z^*, A(u - x) \rangle = -\langle A^T(I - PQ)Ax - t, u - x \rangle. \]

Since \( \epsilon \) is arbitrary, it follows that

\[ \langle A^T(I - PQ)Ax - t, u - x \rangle \geq 0, \]

for all appropriate \( u \). But this is also true if we replace \( u \) with \( v = 2x - u \).

Consequently, we have

\[ \langle A^T(I - PQ)Ax - t, u - x \rangle = 0. \]

Now we select

\[ u - x = (A^T(I - PQ)Ax - t)/\|AA^T(I - PQ)Ax - At\|, \]

from which it follows that

\[ A^T(I - PQ)Ax = t. \]

\[ \square \]

**Corollary 8.1** The gradient of the function

\[ f(x) = \frac{1}{2}\|x - P_Cx\|^2 \]

is \( \nabla f(x) = x - P_Cx \), and the gradient of the function

\[ g(x) = \frac{1}{2} \left( \|x\|^2 - \|x - P_Cx\|^2 \right) \]

is \( \nabla g(x) = P_Cx \).

Just as the function \( h(t) = t^2 \) is differentiable for all real \( t \), but the function \( f(t) = |t| \) is not differentiable at \( t = 0 \), the function

\[ h_0(x) = \|x\|_2 \]

is not differentiable at \( x = 0 \) and the function

\[ h(x) = \|x - P_Cx\|_2 \]

is not differentiable at boundary points of the set \( C \). We have the following theorem.
Theorem 8.2 For any \( x \) in the interior of \( C \), the gradient of the function \( h(x) = \| x - P_C x \|_2^2 \) is \( \nabla h(x) = 0 \). For any \( x \) outside \( C \) the gradient is

\[
\nabla h(x) = \frac{x - P_C x}{\| x - P_C x \|_2}.
\]

For \( x \) on the boundary of \( C \), however, the function \( h(x) \) is not differentiable; any vector \( u \) in the normal cone \( N_C(x) \) with \( \| u \|_2 \leq 1 \) is in \( \partial h(x) \).

Proof: The function \( g(t) = \sqrt{t} \) is differentiable for all positive values of \( t \), so the function

\[
h(x) = \left( \| x - P_C x \|_2^2 \right)^{1/2}
\]

is differentiable whenever \( x \) is not in \( C \). Using the Chain Rule, we get

\[
\nabla h(x) = \frac{x - P_C x}{\| x - P_C x \|_2}.
\]

For \( x \) in the interior of \( C \), the function \( h(x) \) is identically zero in a neighborhood of \( x \), so that the gradient is zero there. The only difficult case is when \( x \) is on the boundary of \( C \).

First, we assume that \( u \in N_C(x) \) and \( \| u \|_2 = 1 \). Then we must show that

\[
\langle u, y - x \rangle \leq \| y - P_C y \|_2.
\]

If \( y \) is such that the inner product is non-positive, then the inequality is clearly true. So we focus on those \( y \) for which the inner product is positive, which means that \( y \) lies in the half-space bounded by the hyperplane \( H \), where

\[
H = \{ z | \langle u, z \rangle \geq \langle u, x \rangle \}.
\]

The vector \( y - P_H y \) is the orthogonal projection of the vector \( y - x \) onto the line containing \( y \) and \( P_H y \), which also contains the vector \( u \). Therefore,

\[
y - P_H y = \langle u, y - x \rangle u,
\]

and

\[
\| y - P_C y \|_2 \geq \| y - P_H y \|_2 = \langle u, y - x \rangle.
\]

Now we prove the converse.

We assume now that

\[
\langle u, y - x \rangle \leq \| y - P_C y \|_2,
\]

for all \( y \), and show that \( \| u \|_2 \leq 1 \) and \( u \in N_C(x) \). If \( u \) is not in \( N_C(x) \), then there is a \( y \in C \) with

\[
\langle u, y - x \rangle > 0,
\]
but \(\|y - P_C y\|_2 = 0\). Finally, we must show that \(\|u\|_2 \leq 1\).

Let \(y = x + u\), so that \(P_C y = x\). Then
\[
\langle u, y - x \rangle = \langle u, u \rangle = \|u\|^2,
\]
while
\[
\|y - P_C y\|_2 = \|y - x\|_2 = \|u\|_2.
\]
It follows that \(\|u\|_2 \leq 1\).

We are used to thinking of functions that are not differentiable as lacking something. From the point of view of subgradients, not being differentiable means having too many of something.

The gradient of the function \(f(x)\) in Equation (8.1) is
\[
\nabla f(x) = x - \frac{1}{I} \sum_{i=1}^{I} P_C_i x.
\]
Therefore, a gradient descent approach to minimizing \(f(x)\) has the iterative step
\[
x^{k+1} = x^k - \gamma_k \left( x^k - \frac{1}{I} \sum_{i=1}^{I} P_C_i x^k \right) =
\]
\[
(1 - \gamma_k)x^k + \gamma_k \left( \frac{1}{I} \sum_{i=1}^{I} P_C_i x^k \right).
\]
This is sometimes called the relaxed averaged projections algorithm. As we shall see shortly, the choice of \(\gamma_k = 1\) is sufficient for convergence.

8.2 Using Orthogonal Projections

When the convex sets are half-spaces in two or three dimensional space, we may be able to find a member of their intersection by drawing a picture or just by thinking; in general, however, solving the CFP must be left up to the computer and we need an algorithm.

8.2.1 Successive Orthogonal Projection

The CFP can be solved using the successive orthogonal projections (SOP) method.

Algorithm 8.1 (SOP) For arbitrary \(x^0\), let
\[
x^{k+1} = P_1 P_{l-1} \cdots P_2 P_1 x^k,
\]
where \(P_i = P_{C_i}\) is the orthogonal projection onto \(C_i\).
For non-empty $C$, convergence of the SOP to a solution of the CFP will follow, once we have established that, for any $x^0$, the iterative sequence \( \{T^k x^0\} \) converges to a fixed point of $T$, where
\[
T = P_{I} P_{I-1} \cdots P_{2} P_{1}.
\] (8.6)

Since $T$ is an averaged operator, the convergence of the SOP to a member of $C$ follows from the KMO Theorem 7.1, provided $C$ is non-empty.

The SOP is useful when the sets $C_i$ are easily described and the $P_i$ are easily calculated, but $PC$ is not. The SOP converges to the member of $C$ closest to $x^0$ when the $C_i$ are hyperplanes, but not in general.

A good illustration of the SOP method is the algebraic reconstruction technique (ART) [125]. Associated with the system of linear equations $Ax = b$ are the hyperplanes $H_i \subseteq \mathbb{R}^J$ defined by
\[
H_i = \{x | (Ax)_i = b_i\},
\]
for $i = 1, \ldots, I$. At the $k$th step of the ART we get $x^{k+1}$ by projecting the current vector $x^k$ orthogonally onto $H_i$, for $i = k \mod I$. We discuss the ART in more detail in a subsequent section.

### 8.2.2 Simultaneous Orthogonal Projection

When $C = \cap_{i=1}^I C_i$ is empty and we seek to minimize the proximity function $f(x)$ in Equation (8.1), we can use the simultaneous orthogonal projections (SIMOP) approach:

**Algorithm 8.2 (SIMOP)** For arbitrary $x^0$, let
\[
x^{k+1} = \frac{1}{I} \sum_{i=1}^{I} P_i x^k.
\] (8.7)

The operator
\[
T = \frac{1}{I} \sum_{i=1}^{I} P_i
\] (8.8)

is also averaged, so this iteration converges, by Theorem 7.1, whenever $f(x)$ has a minimizer.

When the convex sets are the hyperplanes $C_i = H_i$ the iteration in Equation (8.7) becomes Cimmino's algorithm, which can be written as
\[
x^{k+1} = x^k - \frac{1}{I} A^T (Ax^k - b),
\] (8.9)

if the rows of $A$ are first rescaled to have Euclidean length one. The more general Landweber algorithm has the iterative step
\[
x^{k+1} = x^k - \gamma A^T (Ax^k - b),
\] (8.10)

for $\gamma$ in the interval $(0, 2/\rho(A^T A))$. 
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8.2.3 Estimating the Spectral Radius

As we just saw, the step-length parameter $\gamma$ in the Landweber algorithm is bounded above by a quantity that involves the spectral radius of the matrix $A^T A$. This is also true of the CQ algorithm. This poses certain difficulties. We usually resort to using iterative methods because the matrix $A$ is too large to use anything else. In such cases, even calculating the matrix $A^T A$ is out of the question. We need to obtain decent estimates of $\rho(A^T A)$ that are based solely on $A$ itself. In many remote-sensing applications, such as transmission and emission tomography, the matrix $A$ is sparse, meaning that most of its entries are zero. When we form $A^T A$ we lose the sparseness. We would like estimates of $\rho(A^T A)$ that employ only $A$ and are particularly useful when $A$ is sparse.

From our discussion of matrix norms we know that

$$\rho(A^T A) \leq \|A\|_1 \|A\|_\infty,$$

so that, when $|A_{ij}| \leq 1$ for all $i$ and $j$, we can say

$$\rho(A^T A) \leq IJ.$$

But we can do better than this. Suppose that $\|A\|_\infty \leq 1$. Then

$$\rho(A^T A) \leq I.$$

Suppose, in addition, that $A$ is sparse and $s$ is the maximum number of non-zero entries in any column of $A$. Then

$$\rho(A^T A) \leq s.$$

In Chapter 9 we improve this upper bound on $\rho(A^T A)$ by showing that, when the rows of $A$ are normalized to have Euclidean length one, we again have $\rho(A^T A) \leq s$.

8.2.4 The CQ Algorithm for the SFP

The CQ algorithm is an iterative method for solving the SFP [57, 58].

Algorithm 8.3 (CQ) For arbitrary $x^0$, let

$$x^{k+1} = P_C(x^k - \gamma A^\dagger (I - P_Q) A x^k). \quad (8.11)$$

The operator

$$T = P_C(I - \gamma A^\dagger (I - P_Q) A) \quad (8.12)$$

is averaged whenever $\gamma$ is in the interval $(0, 2/L)$, where $L$ is the largest eigenvalue of $A^\dagger A$, and so the CQ algorithm converges to a fixed point.
of $T$, whenever such fixed points exist. When the SFP has a solution, the CQ algorithm converges to a solution; when it does not, the CQ algorithm converges to a minimizer, over $C$, of the proximity function $f(x) = \frac{1}{2} \| P_Q Ax - Ax \|^2_2$, whenever such minimizers exist. The function $f(x)$ is convex and, according to Theorem 8.1, its gradient is

$$\nabla f(x) = A^\dagger (I - P_Q) Ax. \quad (8.13)$$

The convergence of the CQ algorithm then follows from Theorem 7.1. In [93] Combettes and Wars use proximity operators to generalize the CQ algorithm.

Multi-set generalizations of the CQ algorithm have been applied recently to problems in intensity-modulated radiation therapy [74, 78].

### 8.2.5 An Extension of the CQ Algorithm

Let $C \in \mathbb{R}^N$ and $Q \in \mathbb{R}^M$ be closed, non-empty convex sets, and let $A$ and $B$ be $J \times N$ and $J \times M$ real matrices, respectively. The problem is to find $x \in C$ and $y \in Q$ such that $Ax = By$. When there are no such $x$ and $y$, we consider the problem of minimizing

$$f(x, y) = \frac{1}{2} \| Ax - By \|^2_2,$$

over $x \in C$ and $y \in Q$.

Let $K = C \times Q$ in $\mathbb{R}^N \times \mathbb{R}^M$. Define

$$G = \begin{bmatrix} A & -B \end{bmatrix},$$

and

$$w = \begin{bmatrix} x \\ y \end{bmatrix},$$

so that

$$G^T G = \begin{bmatrix} A^T A & -A^T B \\ -B^T A & B^T B \end{bmatrix}.$$ 

The original problem can now be reformulated as finding $w \in K$ with $Gw = 0$. We shall consider the more general problem of minimizing the function $\|Gw\|$ over $w \in K$. The projected Landweber algorithm (PLW) solves this more general problem.

The iterative step of the PLW algorithm is the following:

$$w^{k+1} = P_K (w^k - \gamma G^* (Gw^k)). \quad (8.14)$$

Expressing this in terms of $x$ and $y$, we obtain

$$x^{k+1} = P_C (x^k - \gamma A^* (Ax^k - By^k)); \quad (8.15)$$
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\[ y^{k+1} = P_Q(y^k + \gamma B^*(Ax^k - By^k)). \]  
(8.16)

The PLW converges, in this case, to a minimizer of \( \|Gw\| \) over \( w \in K \), whenever such minimizers exist, for \( 0 < \gamma < \frac{2}{\lambda(G^*G)} \).

8.2.6 Projecting onto the Intersection of Convex Sets

When the intersection \( C = \cap_{i=1}^I C_i \) is large, and just finding any member of \( C \) is not sufficient for our purposes, we may want to calculate the orthogonal projection of \( x^0 \) onto \( C \) using the operators \( P_{C_i} \). We cannot use the SOP unless the \( C_i \) are hyperplanes; instead we can use Dykstra’s algorithm or the Halpern-Lions-Wittmann-Bauschke (HLWB) algorithm. Dykstra’s algorithm employs the projections \( P_{C_i} \), but not directly on \( x^k \), but on translations of \( x^k \). It is motivated by the following lemma:

**Lemma 8.1** If \( x = c + \sum_{i=1}^I p_i \), where, for each \( i \), \( c = P_{C_i}(c + p_i) \), then \( c = P_Cx \).

**Proof:** The proof is left as Exercise 8.1.

**Dykstra’s Algorithm**

Dykstra’s algorithm, for the simplest case of two convex sets \( A \) and \( B \), is the following:

**Algorithm 8.4 (Dykstra)** Let \( b_0 = x \), and \( p_0 = q_0 = 0 \). Then let

\[ a_n = P_A(b_{n-1} + p_{n-1}), \]  
(8.17)

\[ b_n = P_B(a_n + q_{n-1}), \]  
(8.18)

and define \( p_n \) and \( q_n \) by

\[ x = a_n + p_n + q_{n-1} = b_n + p_n + q_n. \]  
(8.19)

Using the algorithm, we construct two sequences, \( \{a_n\} \) and \( \{b_n\} \), both converging to \( c = P_Cx \), along with two other sequences, \( \{p_n\} \) and \( \{q_n\} \). Usually, but not always, \( \{p_n\} \) converges to \( p \) and \( \{q_n\} \) converges to \( q \), so that

\[ x = c + p + q, \]  
(8.20)

with

\[ c = P_A(c + p) = P_B(c + q). \]  
(8.21)

Generally, however, \( \{p_n + q_n\} \) converges to \( x - c \).
The Halpern-Lions-Wittmann-Bauschke Algorithm

There is yet another approach to finding the orthogonal projection of the vector $x$ onto the nonempty intersection $C$ of finitely many closed, convex sets $C_i, i = 1, ..., I$.

**Algorithm 8.5 (HLWB)** Let $x^0$ be arbitrary. Then let

$$x^{k+1} = t_k x + (1 - t_k) P_{C_i} x^k,$$

where $P_{C_i}$ denotes the orthogonal projection onto $C_i$, $t_k$ is in the interval $(0, 1)$, and $i = k \mod I + 1$.

Several authors have proved convergence of the sequence $\{x^k\}$ to $P_C x$, with various conditions imposed on the parameters $\{t_k\}$. As a result, the algorithm is known as the Halpern-Lions-Wittmann-Bauschke (HLWB) algorithm, after the names of several who have contributed to the evolution of the theorem; see also Corollary 2 in Reich’s paper [178]. The conditions imposed by Bauschke [10] are $\{t_k\} \to 0$, $\sum t_k = \infty$, and $\sum |t_k - t_{k+1}| < +\infty$. The HLWB algorithm has been extended by Deutsch and Yamada [102] to minimize certain (possibly non-quadratic) functions over the intersection of fixed point sets of operators more general than $P_{C_i}$. Bregman discovered an iterative algorithm for minimizing a more general convex function $f(x)$ over $x$ with $Ax = b$ and also $x$ with $Ax \geq b$ [30]. These algorithms are based on his extension of the SOP to include projections with respect to generalized distances, such as entropic distances.

8.3 The ART

Let $A$ be a complex matrix with $I$ rows and $J$ columns, and let $b$ be a member of $\mathbb{C}^I$. We want to solve the system $Ax = b$. For each index value $i$, let $H_i$ be the hyperplane of $J$-dimensional vectors given by

$$H_i = \{x | (Ax)_i = b_i\},$$

and $P_i$ the orthogonal projection operator onto $H_i$. Let $x^0$ be arbitrary and, for each nonnegative integer $k$, let $i(k) = k \mod I + 1$. The iterative step of the ART is

$$x^{k+1} = P_{i(k)} x^k.$$  

Because the ART uses only a single equation at each step, it has been called a row-action method.
8.3. THE ART

8.3.1 Calculating the ART

Given any vector \( z \) the vector in \( H_i \) closest to \( z \), in the sense of the Euclidean distance, has the entries

\[
x_j = z_j + \frac{A_{ij}(b_i - (Az)_i)}{\sum_{m=1}^{J} |A_{im}|^2}.
\]

(8.25)

To simplify our calculations, we shall assume, throughout this chapter, that the rows of \( A \) have been rescaled to have Euclidean length one; that is

\[
\sum_{j=1}^{J} |A_{ij}|^2 = 1,
\]

(8.26)

for each \( i = 1, ..., I \), and that the entries of \( b \) have been rescaled accordingly, to preserve the equations \( Ax = b \). The ART is then the following: begin with an arbitrary vector \( x_0 \); for each nonnegative integer \( k \), having found \( x_k \), the next iterate \( x_{k+1} \) has entries

\[
x_{j}^{k+1} = x_j^k + \frac{A_{ij}(b_i - (Ax)_i)}{J}\sum_{m=1}^{J} |A_{im}|^2.
\]

(8.27)

As we shall show, when the system \( Ax = b \) has exact solutions the ART converges to the solution closest to \( x_0 \), in the 2-norm. How fast the algorithm converges will depend on the ordering of the equations and on whether or not we use relaxation. In selecting the equation ordering, the important thing is to avoid particularly bad orderings, in which the hyperplanes \( H_i \) and \( H_{i+1} \) are nearly parallel.

8.3.2 Full-cycle ART

We again consider the full-cycle ART, with iterative step \( z^{m+1} = Tz^m \), for

\[
T = P_I P_{I-1} \cdots P_2 P_1.
\]

(8.28)

When the system \( Ax = b \) has solutions, the fixed points of \( T \) are solutions. When there are no solutions of \( Ax = b \), the operator \( T \) will still have fixed points, but they will no longer be exact solutions.

8.3.3 The Basic Convergence Theorem

For a positive integer \( N \) with \( 1 \leq N \leq I \), we let \( B_1, ..., B_N \) be not necessarily disjoint subsets of the set \( \{i = 1, ..., I\} \); the subsets \( B_n \) are called blocks. We then let \( A_n \) be the matrix and \( b^n \) the vector obtained from \( A \) and \( b \), respectively, by removing all the rows except for those whose index \( i \) is in the set \( B_n \). For each \( n \), we let \( s_{nt} \) be the number of non-zero entries in the
tth column of the matrix \( A_n \), \( s_n \) the maximum of the \( s_{nt} \), \( s \) the maximum of the \( s_n \), and \( L_n = \rho(A_n^\dagger A_n) \) be the spectral radius, or largest eigenvalue, of the matrix \( A_n^\dagger A_n \), with \( L = \rho(A^\dagger A) \). We denote by \( A_i \) the ith row of the matrix \( A \), and by \( \nu_i \) the length of \( A_i \), so that

\[
\nu_i^2 = \sum_{j=1}^{J} |A_{ij}|^2.
\]

The following theorem is a basic convergence result concerning block-iterative ART algorithms.

**Theorem 8.3** Let \( L_n \leq 1 \), for \( n = 1, 2, \ldots, N \). If the system \( Ax = b \) is consistent, then, for any starting vector \( x_0 \), and with \( n = n(k) = k(\mod N) \) and \( \lambda_k \in [\epsilon, 2 - \epsilon] \) for all \( k \), the sequence \( \{x_k\} \) with iterative step

\[
x_k = x_{k-1} + \lambda_k A_n^\dagger (b^n - A_n x_{k-1})
\]

(8.29)

converges to the solution of \( Ax = b \) for which \( \|x - x^0\|_2 \) is minimized.

**Proof:** Let \( Az = b \). Applying Equation (7.1) to the operator

\[
Tx = x + \lambda_k A_n^\dagger (b^n - A_n x),
\]

we obtain

\[
\|z - x_{k-1}\|_2^2 - \|z - x_k\|_2^2 = 2\lambda_k \|b^n - A_n x_{k-1}\|_2^2 - \lambda_k^2 \|A_n^\dagger b^n - A_n^\dagger A_n x_{k-1}\|_2^2.
\]

(8.30)

Since \( L_n \leq 1 \), it follows that

\[
\|A_n^\dagger b^n - A_n^\dagger A_n x_{k-1}\|_2^2 \leq \|b^n - A_n x_{k-1}\|_2^2.
\]

Therefore,

\[
\|z - x_{k-1}\|_2^2 - \|z - x_k\|_2^2 \geq (2\lambda_k - \lambda_k^2)\|b^n - A_n x_{k-1}\|_2^2,
\]

from which we draw several conclusions:

- the sequence \( \{\|z - x_k\|_2\} \) is decreasing;
- the sequence \( \{\|b^n - A_n x_{k-1}\|_2\} \) converges to zero.

In addition, for fixed \( n = 1, \ldots, N \) and \( m \to \infty \),

- the sequence \( \{\|b^n - A_n x_{mN+n-1}\|_2\} \) converges to zero;
- the sequence \( \{x_{mN+n}\} \) is bounded.
8.3. THE ART

Let $x^{*,1}$ be a cluster point of the sequence $\{x^{mN+1}\}$; then there is subsequence $\{x^{mN+1}\}$ converging to $x^{*,1}$. The sequence $\{x^{mN+2}\}$ is also bounded, and we select a cluster point $x^{*,2}$. Continuing in this fashion, we obtain cluster points $x^{*,n}$, for $n = 1, \ldots, N$. From the conclusions reached previously, we can show that $x^{*,n} = x^{*,n+1} = x^*$, for $n = 1, 2, \ldots, N - 1$, and $Ax^* = b$. Replacing the generic solution $\hat{x}$ with the solution $x^*$, we see that the sequence $\{\|x^* - x_k\|_2\}$ is decreasing. But, subsequences of this sequence converge to zero, so the entire sequence converges to zero, and so $x^k \to x^*$.

Now we show that $x^*$ is the solution of $Ax = b$ that minimizes $\|x - x^0\|_2$. Since $x^k - x^{k-1}$ is in the range of $A^t$ for all $k$, so is $x^* - x^0$, from which it follows that $x^*$ is the solution minimizing $\|x - x^0\|_2$. Another way to get this result is to use Equation (8.30). Since the right side of Equation (8.30) is independent of the choice of solution, so is the left side. Summing both sides over the index $k$ reveals that the difference

$$\|x - x^0\|_2^2 - \|x - x^*\|_2^2$$

is independent of the choice of solution. Consequently, minimizing $\|x - x^0\|_2$ over all solutions $x$ is equivalent to minimizing $\|x - x^*\|_2$ over all solutions $x$; the solution to the latter problem is clearly $x = x^*$.

8.3.4 Relaxed ART

The ART employs orthogonal projections onto the individual hyperplanes. If we permit the next iterate to fall short of the hyperplane, or somewhat beyond it, we get a relaxed version of ART. The relaxed ART algorithm is as follows:

Algorithm 8.6 (Relaxed ART) With $\omega \in (0, 2)$, $x^0$ arbitrary, and $i = k(\text{mod} \ I) + 1$, let

$$x_j^{k+1} = x_j^k + \omega A_{ij}(b_i - (Ax^k)_i). \quad (8.31)$$

The relaxed ART converges to the solution closest to $x^0$, in the consistent case. In the inconsistent case, it does not converge, but subsequences associated with the same $i$ converge to distinct vectors, forming a limit cycle.

8.3.5 Constrained ART

Let $C$ be a closed, nonempty convex subset of $\mathbb{C}^J$ and $P_Cx$ the orthogonal projection of $x$ onto $C$. If there are solutions of $Ax = b$ that lie within $C$, we can find them using the constrained ART algorithm:
Algorithm 8.7 (Constrained ART) With \( x^0 \) arbitrary and \( i = k(\text{mod} \ I) + 1 \), let

\[
z_j^{k+1} = x_j^k + A_{ij}(b_i - (Ax^k)_i),
\]

and \( x^{k+1} = P_C z^{k+1} \).

For example, if \( A \) and \( b \) are real and we seek a nonnegative solution to \( Ax = b \), we can use

Algorithm 8.8 (Non-negative ART) With \( i = k(\text{mod} \ I) + 1 \), and \( x^0 \) arbitrary, let

\[
x_j^{k+1} = (x_j^k + A_{ij}(b_i - (Ax^k)_i))_+,
\]

where, for any real number \( a \), \( a_+ = \max\{a, 0\} \).

The constrained ART converges to a solution of \( Ax = b \) within \( C \), whenever such solutions exist.

8.3.6 When \( Ax = b \) Has No Solutions

When there are no exact solutions, the ART does not converge to a single vector, but, for each fixed \( i \), the subsequence \( \{x^{nI+i}, n = 0, 1, \ldots\} \) converges to a vector \( z^i \) and the collection \( \{z^i | i = 1, \ldots, I\} \) is called the limit cycle. This was shown by Tanabe [189] and also follows from the results of De Pierro and Iusem [101]. Proofs of subsequential convergence are given in [60, 61]. The ART limit cycle will vary with the ordering of the equations, and contains more than one vector unless an exact solution exists.

Open Question: If there is a unique geometric least-squares solution, where is it, in relation to the vectors of the limit cycle? Can it be calculated easily, from the vectors of the limit cycle?

There is a partial answer to the second question. In [50] (see also [60]) it was shown that if the system \( Ax = b \) has no exact solution, and if \( I = J + 1 \), then the vectors of the limit cycle lie on a sphere in \( J \)-dimensional space having the least-squares solution at its center. This is not true more generally, however.

A Question: In both the consistent and inconsistent cases, the sequence \( \{x^k\} \) of ART iterates is bounded, as Tanabe [189], and De Pierro and Iusem [101] have shown. The proof is easy in the consistent case. Is there an easy proof for the inconsistent case?
8.4 Regularization

In many remote-sensing applications the entries of the vector $b$ are measured data and therefore noisy. At the same time, the matrix $A$ describing the sensing process may be a simplification of the actual situation. Combined, the description $Ax = b$ may not be precisely true. In such cases, finding an exact solution, even when they exist, may not be desirable, and regularization is adopted. Imposing constraints on the vector $x$ may also result in there not being a solution.

8.4.1 Norm-Constrained Least-Squares

To regularize the least-squares problem we can minimize not $\|b - Ax\|_2$, but, say,

$$f(x) = \|b - Ax\|_2^2 + \epsilon^2\|x\|_2^2,$$  \hfill(8.34)

for some small $\epsilon > 0$. Now we are still trying to make $\|b - Ax\|_2$ small, but managing to keep $\|x\|_2$ from becoming too large in the process. This leads to a norm-constrained least-squares solution.

The minimizer of $f(x)$ is the unique solution $\hat{x}$, of the system

$$(A^T A + \epsilon^2 I)x = A^T b.$$ \hfill(8.35)

When $I$ and $J$ are large, we need ways to solve this system without having to deal with the matrix $A^T A + \epsilon^2 I$. The Landweber method allows us to avoid $A^T A$ in calculating the least-squares solution. Is there a similar method to use now? Yes, there is.

8.4.2 Regularizing Landweber’s Algorithm

Our goal is to minimize the function $f(x)$ in Equation (8.34). Notice that this is equivalent to minimizing the function

$$F(x) = \|Bx - c\|_2^2,$$ \hfill(8.36)

for

$$B = \begin{bmatrix} A \\ \epsilon I \end{bmatrix},$$ \hfill(8.37)

and

$$c = \begin{bmatrix} b \\ 0 \end{bmatrix},$$ \hfill(8.38)
where $0$ denotes a column vector with all entries equal to zero. The Landweber iteration for the problem $Bx = c$ is

$$x^{k+1} = x^k + \alpha B^T (c - Bx^k), \quad (8.39)$$

for $0 < \alpha < 2/\rho(B^T B)$, where $\rho(B^T B)$ is the largest eigenvalue, or the spectral radius, of $B^T B$. Equation (8.39) can be written as

$$x^{k+1} = (1 - \alpha \epsilon^2)x^k + \alpha A^T (b - Ax^k). \quad (8.40)$$

### 8.4.3 Regularizing the ART

We would like to get the regularized solution $\hat{x}_\epsilon$ by taking advantage of the faster convergence of the ART. Fortunately, there are ways to find $\hat{x}_\epsilon$, using only the matrix $A$ and the ART algorithm. We discuss two methods for using ART to obtain regularized solutions of $Ax = b$. The first one is presented in [60], while the second one is due to Eggermont, Herman, and Lent [107].

In our first method we use ART to solve the system of equations given in matrix form by

$$[A^T \epsilon I] \begin{bmatrix} u \\ v \end{bmatrix} = 0. \quad (8.41)$$

We begin with $u^0 = b$ and $v^0 = 0$. Then, the lower component of the limit vector is $v^\infty = -\epsilon \hat{x}_\epsilon$, while the upper limit is $u^\infty = b - A\hat{x}_\epsilon$.

The method of Eggermont et al. is similar. In their method we use ART to solve the system of equations given in matrix form by

$$[A \epsilon I] \begin{bmatrix} x \\ v \end{bmatrix} = b. \quad (8.42)$$

We begin at $x^0 = 0$ and $v^0 = 0$. Then, the limit vector has for its upper component $x^\infty = \hat{x}_\epsilon$, and $v^\infty = b - A\hat{x}_\epsilon$.

However, we do not want to calculate $A^\dagger A + \epsilon^2 I$ when the matrix $A$ is large. Fortunately, there are ways to find $\hat{x}_\epsilon$, using only the matrix $A$ and the ART algorithm.

### 8.5 Avoiding the Limit Cycle

Generally, the greater the minimum value of $||Ax - b||_2^2$ the more the vectors of the LC are distinct from one another. There are several ways to avoid the LC in ART and to obtain a least-squares solution. One way is the double ART (DART) [53]:

\[A^\dagger A + \epsilon^2 I\]
8.5. AVOIDING THE LIMIT CYCLE

8.5.1 Double ART (DART)

We know that any \( b \) can be written as \( b = A\hat{x} + \hat{w} \), where \( A^T \hat{w} = 0 \) and \( \hat{x} \) is a minimizer of \( ||Ax - b||_2^2 \). The vector \( \hat{w} \) is the orthogonal projection of \( b \) onto the null space of the matrix transformation \( A^\dagger \). Therefore, in Step 1 of DART we apply the ART algorithm to the consistent system of linear equations \( A^\dagger \hat{w} = 0 \), beginning with \( \hat{w}_0 = b \). The limit is \( \hat{w}_\infty = \hat{w} \), the member of the null space of \( A^\dagger \) closest to \( b \). In Step 2, apply ART to the consistent system of linear equations \( Ax = b - \hat{w}_\infty = A\hat{x} \). The limit is then the minimizer of \( ||Ax - b||_2 \) closest to \( x_0 \). Notice that we could also obtain the least-squares solution by applying ART to the system \( A^\dagger y = A^\dagger b \), starting with \( y_0 = 0 \), to obtain the minimum-norm solution, which is \( y = A\hat{x} \), and then applying ART to the system \( Ax = y \).

8.5.2 Strongly Under-relaxed ART

Another method for avoiding the LC is strong under-relaxation, due to Censor, Eggermont and Gordon [75]. Let \( t > 0 \). Replace the iterative step in ART with
\[
x_{j}^{k+1} = x_j^k + tA_{ij}(b_i - (Ax)_i).
\]
(8.43)

In [75] it is shown that, as \( t \to 0 \), the vectors of the LC approach the geometric least squares solution closest to \( x^0 \); a short proof is in [50]. Bertsekas [23] uses strong under-relaxation to obtain convergence of more general incremental methods.

8.5.3 Non-Negative Least Squares

If there is no solution to a system of linear equations \( Ax = b \), then we may seek a least-squares “solution”, which is a minimizer of the function
\[
f(x) = \frac{1}{2} \sum_{i=1}^{I} \left( \sum_{m=1}^{J} A_{im}x_m - b_i \right)^2 = ||Ax - b||^2.
\]
(8.44)

The partial derivative of \( f(x) \) with respect to the variable \( x_j \) is
\[
\frac{\partial f}{\partial x_j}(x) = \sum_{i=1}^{I} A_{ij} \left( \sum_{m=1}^{J} A_{im}x_m - b_i \right).
\]
(8.45)

Setting the gradient equal to zero, we find that to get a least-squares solution we must solve the system of equations
\[
A^T(Ax - b) = 0.
\]
(8.46)
Now we consider what happens when the additional constraints $x_j \geq 0$ are imposed.

This problem becomes a convex programming problem. Let $\hat{x}$ be a solution of the non-negatively constrained least-squares problem. According to the Karush-Kuhn-Tucker Theorem, for those values of $j$ for which $\hat{x}_j$ is not zero the corresponding Lagrange multiplier is $\lambda^*_j = 0$ and $\frac{\partial f}{\partial x_j}(\hat{x}) = 0$. Therefore, if $\hat{x}_j \neq 0$,

$$0 = \sum_{i=1}^{I} A_{ij} \left( \sum_{m=1}^{J} A_{im} \hat{x}_m - b_i \right).$$

(8.47)

Let $Q$ be the $I$ by $K$ matrix obtained from $A$ by deleting rows $j$ for which $\hat{x}_j = 0$. Then we can write

$$Q^T (A \hat{x} - b) = 0.$$ 

(8.48)

If $Q$ has $K \geq I$ columns and has full rank, then $Q^T$ is a one-to-one linear transformation, which implies that $A \hat{x} = b$. Therefore, when there is no non-negative solution of $Ax = b$, and $Q$ has full rank, which is the typical case, the $Q$ must have fewer than $I$ columns, which means that $\hat{x}$ has fewer than $I$ non-zero entries.

This result has some practical implications in medical image reconstruction. In the hope of improving the resolution of the reconstructed image, we may be tempted to take $J$, the number of pixels, larger than $I$, the number of equations arising from photon counts or line integrals. Since the vector $b$ consists of measured data, it is noisy and there may well not be a non-negative solution of $Ax = b$. As a result, the image obtained by non-negatively constrained least-squares will have at most $I - 1$ non-zero entries; many of the pixels will be zero and they will be scattered throughout the image, making it unusable for diagnosis. The reconstructed images resemble stars in a night sky, and, as a result, the theorem is sometimes described as the “night sky” theorem.

This “night sky” phenomenon is not restricted to least squares. The same thing happens with methods based on the Kullback-Leibler distance, such as MART, EMML and SMART.

8.6 Exercises

Ex. 8.1 Prove Lemma 8.1.

Ex. 8.2 In $\mathbb{R}^2$ let $C_1$ be the closed lower half-space, and $C_2$ the epi-graph of the function $g : (0, +\infty) \to (0, +\infty)$ given by $g(t) = 1/t$. Show that the
proximity function

\[ f(x) = \sum_{i=1}^{2} ||P_{C_i}x - x||_2^2, \quad (8.49) \]

has no minimizer.

**Ex. 8.3** Let \( f(x) = \frac{1}{2\gamma}||x - P_Cx||_2^2 \), for some \( \gamma > 0 \). Show that

\[ x = \text{prox}_f(z) = (1 - \alpha)z + \alpha P_Cz, \]

where \( \alpha = \frac{1}{\gamma + 1} \). This tells us that relaxed orthogonal projections are also prox operators. Hint: Use Theorem 8.1 to show that \( x \) must satisfy the equation

\[ z = x + \frac{1}{\gamma}(x - P_Cx). \]

Then show that \( P_Cz = P_Cx \).
Chapter 9

Eigenvalue Bounds

As we discussed previously, a number of iterative methods that involve a matrix $A$ place upper bounds on the step-length parameter in terms of the spectral radius of the matrix $A^T A$. Since $A$ is often quite large, finding decent estimates of $\rho(A^T A)$ without having to calculate $A^T A$ becomes important. In this chapter we obtain upper bounds on the spectral radius of positive-definite matrices and use these bounds in the selection of parameters in several iterative methods.

9.1 Introduction and Notation

We are concerned here with iterative methods for solving, at least approximately, the system of $I$ linear equations in $J$ unknowns symbolized by $Ax = b$. In the applications of interest to us, such as medical imaging, both $I$ and $J$ are quite large, making the use of iterative methods the only feasible approach. It is also typical of such applications that the matrix $A$ is sparse, that is, has relatively few non-zero entries. Therefore, iterative methods that exploit this sparseness to accelerate convergence are of special interest to us.

Cimmino’s method [90] is a simultaneous method, in which all the equations are used at each step. The current vector $x^{k-1}$ is projected orthogonally onto each of the hyperplanes and these projections are averaged to obtain the next iterate $x^k$. The iterative step of Cimmino’s method is

$$x^k_j = \frac{1}{I} \sum_{i=1}^{I} \left( x_j^{k-1} + \frac{b_i - (Ax_j^{k-1})_i}{\sum_{t=1}^{J} |A_{it}|^2} \right),$$
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which can also be written as

\[ x_j^k = x_j^{k-1} + \sum_{i=1}^{I} A_{ij} \left( \frac{b_i - (A x_{k-1})_i}{\sqrt{\sum_{t=1}^{J} |A_{it}|^2}} \right), \tag{9.1} \]

Landweber’s iterative scheme \[144\] with

\[ x^k = x^{k-1} + B^\dagger (d - B x^{k-1}), \tag{9.2} \]

converges to the least-squares solution of \( Bx = d \) closest to \( x^0 \), provided that the largest singular value of \( B \) does not exceed one. If we let \( B \) be the matrix with entries

\[ B_{ij} = A_{ij} / \sqrt{\sum_{t=1}^{J} |A_{it}|^2}, \]

and define

\[ d_i = b_i / \sqrt{\sum_{t=1}^{J} |A_{it}|^2}, \]

then, since the trace of the matrix \( B B^\dagger \) is one, convergence of Cimmino’s method follows. However, using the trace in this way to estimate the largest singular value of a matrix usually results in an estimate that is far too large, particularly when \( A \) is large and sparse, and therefore in an iterative algorithm with unnecessarily small step sizes.

The appearance of the term

\[ I \sum_{i=1}^{J} |A_{ii}|^2 \]

in the denominator of Cimmino’s method suggested to Censor et al. \[81\] that, when \( A \) is sparse, this denominator might be replaced with

\[ \sum_{t=1}^{J} s_t |A_{it}|^2, \]

where \( s_t \) denotes the number of non-zero entries in the \( t \)th column of \( A \). The resulting iterative method is the \textit{component-averaging} (CAV) iteration. Convergence of the CAV method was established by showing that no singular value of the matrix \( B \) exceeds one, where \( B \) has the entries

\[ B_{ij} = A_{ij} / \sqrt{\sum_{t=1}^{J} s_t |A_{it}|^2}. \]
In [64] we extended this result, to show that no eigenvalue of \( A^\dagger A \) exceeds the maximum of the numbers

\[
p_i = \sum_{t=1}^{J} s_t |A_{it}|^2.
\]

Convergence of CAV then follows, as does convergence of several other methods, including the ART, Landweber’s method, the SART [1], the block-iterative CAV (BICAV) [82], the CARP1 method of Gordon and Gordon [126], a block-iterative variant of CARP1 obtained from the DROP method of Censor et al. [77], and the SIRT method [192].

For a positive integer \( N \) with \( 1 \leq N \leq I \), we let \( B_1, \ldots, B_N \) be not necessarily disjoint subsets of the set \( \{i = 1, \ldots, I\} \); the subsets \( B_n \) are called blocks. We then let \( A_n \) be the matrix and \( b_n \) the vector obtained from \( A \) and \( b \), respectively, by removing all the rows except for those whose index \( i \) is in the set \( B_n \). For each \( n \), we let \( s_{nt} \) be the number of non-zero entries in the \( t \)th column of the matrix \( A_n \), \( s_n \) the maximum of the \( s_{nt} \), \( s \) the maximum of the \( s_t \), and \( L_n = \rho(A_n^\dagger A_n) \) be the spectral radius, or largest eigenvalue, of the matrix \( A_n^\dagger A_n \), with \( L = \rho(A^\dagger A) \). We denote by \( A_i \) the \( i \)th row of the matrix \( A \), and by \( \nu_i \) the length of \( A_i \), so that

\[
\nu_i^2 = \sum_{j=1}^{J} |A_{ij}|^2.
\]

### 9.2 Cimmino’s Algorithm

The ART seeks a solution of \( Ax = b \) by projecting the current vector \( x^{k-1} \) orthogonally onto the next hyperplane \( H(a^{i(k)}, b_{i(k)}) \) to get \( x^k \); here \( i(k) = k(\text{mod} I) \). In Cimmino’s algorithm, we project the current vector \( x^{k-1} \) onto each of the hyperplanes and then average the result to get \( x^k \).

The algorithm begins at \( k = 1 \), with an arbitrary \( x^0 \); the iterative step is then

\[
x^k = \frac{1}{I} \sum_{i=1}^{I} P_i x^{k-1},
\]

where \( P_i \) is the orthogonal projection onto \( H(a^i, b_i) \). The iterative step can then be written as

\[
x^k_j = x^{k-1}_j + \frac{1}{I} \sum_{i=1}^{I} \left( \frac{A_{ij} (b_i - (Ax^{k-1})_i)}{\nu_i^2} \right).
\]

As we saw in our discussion of the ART, when the system \( Ax = b \) has no solutions, the ART does not converge to a single vector, but to a limit
cycle. One advantage of many simultaneous algorithms, such as Cimmino’s, is that they do converge to the least squares solution in the inconsistent case.

When \( \nu_i = 1 \) for all \( i \), Cimmino’s algorithm has the form \( x^{k+1} = Tx^k \), for the operator \( T \) given by

\[
Tx = (I - \frac{1}{T}A^\dagger A)x + \frac{1}{T}A^\dagger b.
\]

Experience with Cimmino’s algorithm shows that it is slow to converge. In the next section we consider how we might accelerate the algorithm.

### 9.3 The Landweber Algorithms

For simplicity, we assume, in this section, that \( \nu_i = 1 \) for all \( i \). The Landweber algorithm \([144, 22]\), with the iterative step

\[
x^k = x^{k-1} + \gamma A^\dagger (b - Ax^{k-1}),
\]

converges to the least squares solution closest to the starting vector \( x^0 \), provided that \( 0 < \gamma < 2/\lambda_{\text{max}} \), where \( \lambda_{\text{max}} \) is the largest eigenvalue of the nonnegative-definite matrix \( A^\dagger A \). Loosely speaking, the larger \( \gamma \) is, the faster the convergence. However, precisely because \( A \) is large, calculating the matrix \( A^\dagger A \), not to mention finding its largest eigenvalue, can be prohibitively expensive. The matrix \( A \) is said to be sparse if most of its entries are zero. Useful upper bounds for \( \lambda_{\text{max}} \) are then given by Theorems 9.1 and 9.6.

#### 9.3.1 Finding the Optimum \( \gamma \)

The operator

\[
Tx = x + \gamma A^\dagger (b - Ax) = (I - \gamma A^\dagger A)x + \gamma A^\dagger b
\]
is affine linear and is av if and only if its linear part, the Hermitian matrix

\[
B = I - \gamma A^\dagger A,
\]
is av. To guarantee this we need \( 0 \leq \gamma < 2/\lambda_{\text{max}} \). Should we always try to take \( \gamma \) near its upper bound, or is there an optimum value of \( \gamma \)? To answer this question we consider the eigenvalues of \( B \) for various values of \( \gamma \).

**Lemma 9.1** If \( \gamma < 0 \), then none of the eigenvalues of \( B \) is less than one.

**Lemma 9.2** For

\[
0 \leq \gamma \leq \frac{2}{\lambda_{\text{max}} + \lambda_{\text{min}}}.
\]
we have

\[ \rho(B) = 1 - \gamma \lambda_{\text{min}}; \] (9.7)

the smallest value of \( \rho(B) \) occurs when

\[ \gamma = \frac{2}{\lambda_{\text{max}} + \lambda_{\text{min}}}, \] (9.8)

and equals

\[ \frac{\lambda_{\text{max}} - \lambda_{\text{min}}}{\lambda_{\text{max}} + \lambda_{\text{min}}}. \] (9.9)

Similarly, for

\[ \gamma \geq \frac{2}{\lambda_{\text{max}} + \lambda_{\text{min}}}, \] (9.10)

we have

\[ \rho(B) = \gamma \lambda_{\text{max}} - 1; \] (9.11)

the smallest value of \( \rho(B) \) occurs when

\[ \gamma = \frac{2}{\lambda_{\text{max}} + \lambda_{\text{min}}}, \] (9.12)

and equals

\[ \frac{\lambda_{\text{max}} - \lambda_{\text{min}}}{\lambda_{\text{max}} + \lambda_{\text{min}}}. \] (9.13)

We see from this lemma that, if \( 0 \leq \gamma < 2/\lambda_{\text{max}} \), and \( \lambda_{\text{min}} > 0 \), then \( \|B\|_2 = \rho(B) < 1 \), so that \( B \) is a strict contraction. We minimize \( \|B\|_2 \) by taking

\[ \gamma = \frac{2}{\lambda_{\text{max}} + \lambda_{\text{min}}}, \] (9.14)

in which case we have

\[ \|B\|_2 = \frac{\lambda_{\text{max}} - \lambda_{\text{min}}}{\lambda_{\text{max}} + \lambda_{\text{min}}} = \frac{c - 1}{c + 1}, \] (9.15)

for \( c = \lambda_{\text{max}}/\lambda_{\text{min}} \), the condition number of the positive-definite matrix \( A^\dagger A \). The closer \( c \) is to one, the smaller the norm \( \|B\|_2 \), and the faster the convergence.

On the other hand, if \( \lambda_{\text{min}} = 0 \), then \( \rho(B) = 1 \) for all \( \gamma \) in the interval \((0, 2/\lambda_{\text{max}})\). The matrix \( B \) is still averaged, but it is no longer a strict
contraction. For example, consider the orthogonal projection $P_0$ onto the hyperplane $H_0 = H(a,0)$, where $\|a\|_2 = 1$. This operator can be written

$$P_0 = I - aa^\dagger.$$  \hfill (9.16)

The largest eigenvalue of $aa^\dagger$ is $\lambda_{max} = 1$; the remaining ones are zero. The relaxed projection operator

$$B = I - \gamma aa^\dagger$$  \hfill (9.17)

has $\rho(B) = 1 - \gamma > 1$, if $\gamma < 0$, and for $\gamma \geq 0$, we have $\rho(B) = 1$. The operator $B$ is averaged, in fact, it is firmly non-expansive, but it is not a strict contraction.

### 9.3.2 The Projected Landweber Algorithm

When we require a nonnegative approximate solution $x$ for the real system $Ax = b$ we can use a modified version of the Landweber algorithm, called the projected Landweber algorithm [22], in this case having the iterative step

$$x^{k+1} = (x^k + \gamma A^\dagger(b - Ax^k))_+,$$  \hfill (9.18)

where, for any real vector $a$, we denote by $(a)_+$ the nonnegative vector whose entries are those of $a$, for those that are nonnegative, and are zero otherwise. The projected Landweber algorithm converges to a vector that minimizes $\|Ax - b\|_2$ over all nonnegative vectors $x$, for the same values of $\gamma$.

The projected Landweber algorithm is actually more general. For any closed, nonempty convex set $C$ in $X$, define the iterative sequence

$$x^{k+1} = P_C(x^k + \gamma A^\dagger(b - Ax^k)).$$  \hfill (9.19)

This sequence converges to a minimizer of the function $\|Ax - b\|_2$ over all $x$ in $C$, whenever such minimizers exist.

Both the Landweber and projected Landweber algorithms are special cases of the CQ algorithm [57], which, in turn, is a special case of the more general iterative fixed point algorithm, with convergence governed by the Krasnosel’skiĭ-Mann-Opial Theorem 7.1.

### 9.4 Some Upper Bounds for $L$

For the iterative algorithms we shall consider here, having a good upper bound for the largest eigenvalue of the matrix $A^\dagger A$ is important. In the applications of interest, principally medical image processing, the matrix
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\( A \) is large; even calculating \( A^\dagger A \), not to mention computing eigenvalues, is prohibitively expensive. In addition, the matrix \( A \) is typically sparse, but \( A^\dagger A \) will not be, in general. In this section we present upper bounds for \( L \) that are particularly useful when \( A \) is sparse and do not require the calculation of \( A^\dagger A \).

9.4.1 Earlier Work

Many of the concepts we study in computational linear algebra were added to the mathematical toolbox relatively recently, as this area blossomed with the growth of electronic computers. Based on my brief investigations into the history of matrix theory, I believe that the concept of a norm of a matrix was not widely used prior to about 1945. This was recently confirmed when I read the paper [127]; as pointed out there, the use of matrix norms became an important part of numerical linear algebra only after the publication of [194]. Prior to the late 1940’s a number of papers were published that established upper bounds on \( \rho(A) \), for general square matrix \( A \). As we now can see, several of these results are immediate consequences of the fact that \( \rho(A) \leq \|A\| \), for any induced matrix norm. We give two examples.

For a given \( N \) by \( N \) matrix \( A \), let

\[
C_n = \sum_{m=1}^{N} |A_{mn}|,
\]

\[
R_m = \sum_{n=1}^{N} |A_{mn}|,
\]

and \( C \) and \( R \) the maxima of \( C_n \) and \( R_m \), respectively. We now know that \( C = \|A\|_1 \), and \( R = \|A\|_\infty \), but the earlier authors did not.

In 1930 Browne [32] proved the following theorem.

**Theorem 9.1 (Browne)** Let \( \lambda \) be any eigenvalue of \( A \). Then

\[
|\lambda| \leq \frac{1}{2}(C + R).
\]

In 1944 Farnell [115] published the following theorems.

**Theorem 9.2 (Farnell I)** For any eigenvalue \( \lambda \) of \( A \) we have

\[
|\lambda| \leq \sqrt{CR}.
\]

**Theorem 9.3 (Farnell II)** Let

\[
r_m = \sum_{n=1}^{N} |A_{mn}|^2,
\]
and
\[ c_m = \sum_{n=1}^{N} |A_{nm}|^2. \]

Then, for any eigenvalue \( \lambda \) of \( A \), we have
\[
|\lambda| \leq \sqrt{\sum_{m=1}^{N} \sqrt{r_m c_m}}.
\]

In 1946 Brauer \[29\] proved the following theorem.

**Theorem 9.4 (Brauer)** For any eigenvalue \( \lambda \) of \( A \), we have
\[
|\lambda| \leq \min\{C, R\}.
\]

**Ex. 9.1** Prove Theorems 9.1, 9.2, and 9.4 using properties of matrix norms. Can you also prove Theorem 9.3 this way?

Let \( A \) be an arbitrary rectangular complex matrix. Since the largest singular value of \( A \) is the square root of the maximum eigenvalue of the square matrix \( S = A^\dagger A \), we could use the inequality
\[
\rho(A^\dagger A) = \|A^\dagger A\|_2 \leq \|A^\dagger A\|,
\]
for any induced matrix norm, to establish an upper bound for the singular values of \( A \). However, that bound would be in terms of the entries of \( A^\dagger A \), not of \( A \) itself. In what follows we obtain upper bounds on the singular values of \( A \) in terms of the entries of \( A \) itself.

**Ex. 9.2** Let \( A \) be an arbitrary rectangular matrix. Prove that no singular value of \( A \) exceeds \( \sqrt{\|A\|_1 \|A\|_\infty} \).

We see from this exercise that Farnell (I) does generalize to arbitrary rectangular matrices and singular values. Brauer’s Theorem 9.4 may suggest that no singular value of a rectangular matrix \( A \) exceeds the minimum of \( \|A\|_1 \) and \( \|A\|_\infty \), but this is not true. Consider the matrix \( A \) whose SVD is given by
\[
A = \begin{bmatrix} 4 & 3 \\ 2 & 6 \\ 8 & 6 \end{bmatrix} = \begin{bmatrix} 1/3 & 2/3 & 2/3 \\ 2/3 & -2/3 & 1/3 \\ 2/3 & 1/3 & -2/3 \end{bmatrix} \begin{bmatrix} 15 & 0 \\ 0 & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} 4/5 & 3/5 \\ 3/5 & -4/5 \end{bmatrix}.
\]

The largest singular value of \( A \) is 15, \( \|A\|_1 = 20 \), \( \|A\|_\infty = 14 \), and we do have
\[ 15 \leq \sqrt{(20)(14)}, \]
but we do not have
\[ 15 \leq \min\{20, 14\} = 14. \]
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9.4.2 Our Basic Eigenvalue Inequality

In [192] van der Sluis and van der Vorst show that certain rescaling of the matrix $A$ results in none of the eigenvalues of $A^\dagger A$ exceeding one. A modification of their proof leads to upper bounds on the eigenvalues of the original $A^\dagger A$ ([64]). For any $a$ in the interval $[0, 2]$ let

$$c_{aj} = c_{aj}(A) = \sum_{i=1}^{I} |A_{ij}|^a,$$

$$r_{ai} = r_{ai}(A) = \sum_{j=1}^{J} |A_{ij}|^{2-a},$$

and $c_a$ and $r_a$ the maxima of the $c_{aj}$ and $r_{ai}$, respectively. We prove the following theorem.

**Theorem 9.5** For any $a$ in the interval $[0, 2]$, no eigenvalue of the matrix $A^\dagger A$ exceeds the maximum of

$$\sum_{j=1}^{J} c_{aj} |A_{ij}|^{2-a},$$

over all $i$, nor the maximum of

$$\sum_{i=1}^{I} r_{ai} |A_{ij}|^a,$$

over all $j$. Therefore, no eigenvalue of $A^\dagger A$ exceeds $c_a r_a$.

**Proof:** Let $A^\dagger A v = \lambda v$, and let $w = Av$. Then we have

$$\|A^\dagger w\|^2 = \lambda \|w\|^2.$$

Applying Cauchy’s Inequality, we obtain

$$\left| \sum_{i=1}^{I} A_{ij} w_i \right|^2 \leq \left( \sum_{i=1}^{I} |A_{ij}|^{a/2} |A_{ij}|^{1-a/2} |w_i| \right)^2$$

$$\leq \left( \sum_{i=1}^{I} |A_{ij}|^a \right) \left( \sum_{i=1}^{I} |A_{ij}|^{2-a} |w_i|^2 \right).$$

Therefore,

$$\|A^\dagger w\|^2 \leq \sum_{j=1}^{J} \left( c_{aj} \left( \sum_{i=1}^{I} |A_{ij}|^{2-a} |w_i|^2 \right) \right) = \sum_{i=1}^{I} \left( \sum_{j=1}^{J} c_{aj} |A_{ij}|^{2-a} \right) |w_i|^2$$
\[ \leq \max_i \left( \sum_{j=1}^J c_{ij} |A_{ij}|^{2-a} \right) \|w\|^2. \]

The remaining two assertions follow in similar fashion. As a corollary, we obtain the following eigenvalue inequality, which is central to our discussion.

**Corollary 9.1** For each \( i = 1, 2, ..., I \), let
\[
p_i = \sum_{j=1}^J s_j |A_{ij}|^2,
\]
and let \( p \) be the maximum of the \( p_i \). Then \( L \leq p \).

**Proof:** Take \( a = 0 \). Then, using the convention that \( 0^0 = 0 \), we have \( c_{ij} = s_j \).

**Corollary 9.2** ([57]; [191], Th. 4.2) If \( \sum_{j=1}^J |A_{ij}|^2 \leq 1 \) for each \( i \), then \( L \leq s \).

**Proof:** For all \( i \) we have
\[
p_i = \sum_{j=1}^J s_j |A_{ij}|^2 \leq s \sum_{j=1}^J |A_{ij}|^2 \leq s.
\]
Therefore,
\[
L \leq p \leq s.
\]

**Corollary 9.3** Selecting \( a = 1 \), we have
\[
L = \|A\|_2^2 \leq \|A\|_1 \|A\|_{\infty} = c_1 r_1.
\]
Therefore, the largest singular value of \( A \) does not exceed \( \sqrt{\|A\|_1 \|A\|_{\infty}} \).

**Corollary 9.4** Selecting \( a = 2 \), we have
\[
L = \|A\|_2^2 \leq \|A\|_F^2,
\]
where \( \|A\|_F \) denotes the Frobenius norm of \( A \).

**Corollary 9.5** Let \( G \) be the matrix with entries
\[
G_{ij} = A_{ij} \sqrt{\alpha_i \beta_j},
\]
where
\[
\alpha_i \leq \left( \sum_{j=1}^J s_j \beta_j |A_{ij}|^2 \right)^{-1},
\]
for all \( i \). Then \( \rho(G^* G) \leq 1 \).
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Proof: We have

$$\sum_{j=1}^{J} s_j |G_{ij}|^2 = \alpha_i \sum_{j=1}^{J} s_j \beta_j |A_{ij}|^2 \leq 1,$$

for all $i$. The result follows from Corollary 9.1.

Corollary 9.6 If $\sum_{j=1}^{J} s_j |A_{ij}|^2 \leq 1$ for all $i$, then $L \leq 1$.

Corollary 9.7 If $0 < \gamma_i \leq p_i^{-1}$ for all $i$, then the matrix $B$ with entries $B_{ij} = \sqrt{\gamma_i} A_{ij}$ has $\rho(B^1B) \leq 1$.

Proof: We have

$$\sum_{j=1}^{J} s_j |B_{ij}|^2 = \gamma_i \sum_{j=1}^{J} s_j |A_{ij}|^2 = \gamma_i p_i \leq 1.$$

Therefore, $\rho(B^1B) \leq 1$, according to the theorem.

Corollary 9.8 If, for some $a$ in the interval $[0, 2]$, we have

$$\alpha_i \leq r_{ai}^{-1},$$  \hfill (9.20)

for each $i$, and

$$\beta_j \leq c_{aj}^{-1},$$  \hfill (9.21)

for each $j$, then, for the matrix $G$ with entries

$$G_{ij} = A_{ij} \sqrt{\alpha_i \sqrt{\beta_j}},$$

no eigenvalue of $G^1G$ exceeds one.

Proof: We calculate $c_{aj}(G)$ and $r_{ai}(G)$ and find that

$$c_{aj}(G) \leq \left( \max_i \alpha_i^{a/2} \right) \beta_j^{a/2} \sum_{i=1}^{I} |A_{ij}|^a = \left( \max_i \alpha_i^{a/2} \right) \beta_j^{a/2} c_{aj}(A),$$

and

$$r_{ai}(G) \leq \left( \max_j \beta_j^{1-a/2} \right) \alpha_i^{1-a/2} r_{ai}(A).$$

Therefore, applying the inequalities (9.20) and (9.21), we have

$$c_{aj}(G) r_{ai}(G) \leq 1,$$

for all $i$ and $j$. Consequently, $\rho(G^1G) \leq 1$. \hfill \blacksquare
9.4.3 Another Upper Bound for \(L\)

The next theorem ([57]) provides another upper bound for \(L\) that is useful when \(A\) is sparse. As previously, for each \(i\) and \(j\), we let \(e_{ij} = 1\), if \(A_{ij} \neq 0\), and \(e_{ij} = 0\), if \(A_{ij} = 0\). Let \(0 < \nu_i = \sqrt{\sum_{j=1}^{J} |A_{ij}|^2}\), \(\sigma_j = \sum_{i=1}^{I} e_{ij}\nu_i^2\), and \(\sigma\) be the maximum of the \(\sigma_j\).

**Theorem 9.6** ([57]) No eigenvalue of \(A^\dagger A\) exceeds \(\sigma\).

**Proof:** Let \(A^\dagger Av = cv\), for some non-zero vector \(v\) and scalar \(c\). With \(w = Av\), we have

\[
(w^\dagger AA^\dagger w) = \sum_{j=1}^{J} \left| \sum_{i=1}^{I} A_{ij} w_i \right|^2.
\]

Then

\[
\left| \sum_{i=1}^{I} A_{ij} w_i \right|^2 = \left| \sum_{i=1}^{I} \nu_i e_{ij} w_i / \nu_i \right|^2 \leq \left( \sum_{i=1}^{I} |A_{ij}|^2 \frac{|w_i|^2}{\nu_i^2} \right) \left( \sum_{i=1}^{I} \nu_i^2 e_{ij} \right)
\]

\[
= \left( \sum_{i=1}^{I} |A_{ij}|^2 \frac{|w_i|^2}{\nu_i^2} \right) \sigma_j \leq \sigma \left( \sum_{i=1}^{I} |A_{ij}|^2 \frac{|w_i|^2}{\nu_i^2} \right).
\]

Therefore, we have

\[
w^\dagger AA^\dagger w = c \sum_{j=1}^{J} \left| \sum_{i=1}^{I} A_{ij} w_i \right|^2 \leq \sigma \sum_{j=1}^{J} \left( \sum_{i=1}^{I} |A_{ij}|^2 \frac{|w_i|^2}{\nu_i^2} \right) = \sigma \sum_{i=1}^{I} |w_i|^2 = \sigma w^\dagger w.
\]

We conclude that \(c \leq \sigma\).

**Corollary 9.9** Let the rows of \(A\) have Euclidean length one. Then no eigenvalue of \(A^\dagger A\) exceeds the maximum number of non-zero entries in any column of \(A\).

**Proof:** We have \(\nu_i^2 = \sum_{j=1}^{J} |A_{ij}|^2 = 1\), for each \(i\), so that \(\sigma_j = s_j\) is the number of non-zero entries in the \(j\)th column of \(A\), and \(\sigma = s\) is the maximum of the \(\sigma_j\).

**Corollary 9.10** Let \(\nu\) be the maximum Euclidean length of any row of \(A\) and \(s\) the maximum number of non-zero entries in any column of \(A\). Then \(L \leq \nu^2 s\).

When the rows of \(A\) have length one, it is easy to see that \(L \leq I\), so the choice of \(\gamma = \frac{1}{7}\) in the Landweber algorithm, which gives Cimmino’s algorithm [90], is acceptable, although perhaps much too small.

The proof of Theorem 9.6 is based on results presented by Arnold Lent in informal discussions with Gabor Herman, Yair Censor, Rob Lewitt and me at MIPG in Philadelphia in the late 1990’s.
9.5 Simultaneous Iterative Algorithms

In this section we apply the previous theorems to obtain convergence of several simultaneous iterative algorithms for linear systems.

9.5.1 The General Simultaneous Iterative Scheme

In this section we are concerned with simultaneous iterative algorithms having the following iterative step:

\[ x_{j}^{k} = x_{j}^{k-1} + \lambda_{k} \sum_{i=1}^{I} \gamma_{ij} A_{ij} (b_{i} - (Ax)^{k-1})_{i}, \]  

with \( \lambda_{k} \in [\epsilon, 1] \) and the choices of the parameters \( \gamma_{ij} \) that guarantee convergence. Although we cannot prove convergence for this most general iterative scheme, we are able to prove the following theorems for the separable case of \( \gamma_{ij} = \alpha_{i} \beta_{j} \).

**Theorem 9.7** If, for some \( a \) in the interval \([0, 2]\), we have

\[ \alpha_{i} \leq r_{ai}^{-1}, \]  

for each \( i \), and

\[ \beta_{j} \leq c_{aj}^{-1}, \]  

for each \( j \), then the sequence \( \{x^{k}\} \) given by Equation (9.22) converges to the minimizer of the proximity function

\[ \sum_{i=1}^{I} \alpha_{i} |b_{i} - (Ax)_{i}|^{2} \]

for which

\[ \sum_{j=1}^{J} \beta_{j}^{-1} |x_{j} - x_{j}^{0}|^{2} \]

is minimized.

**Proof:** For each \( i \) and \( j \), let

\[ G_{ij} = \sqrt{\alpha_{i}} \sqrt{\beta_{j}} A_{ij}, \]

\[ z_{j} = x_{j}/\sqrt{\beta_{j}}, \]

and

\[ d_{i} = \sqrt{\alpha_{i}} b_{i}. \]

Then \( Ax = b \) if and only if \( Gz = d \). From Corollary 9.8 we have that \( \rho(G^T G) \leq 1 \). Convergence then follows from Theorem 8.3.

\[ \square \]
Corollary 9.11 Let \( \gamma_{ij} = \alpha_i \beta_j \), for positive \( \alpha_i \) and \( \beta_j \). If

\[
\alpha_i \leq \left( \sum_{j=1}^{J} \beta_j |A_{ij}|^2 \right)^{-1},
\]

for each \( i \), then the sequence \( \{x^k\} \) in (9.22) converges to the minimizer of the proximity function

\[
\sum_{i=1}^{I} \alpha_i |b_i - (Ax)_i|^2
\]

for which

\[
\sum_{j=1}^{J} \beta_j^{-1} |x_j - x^0_j|^2
\]

is minimized.

Proof: We know from Corollary 9.5 that \( \rho(G^\dagger G) \leq 1 \).

We now obtain convergence for several known algorithms as corollaries to the previous theorems.

9.5.2 The SIRT Algorithm

Corollary 9.12 ([192]) For some \( a \) in the interval \([0, 2]\) let \( \alpha_i = r_{ai}^{-1} \) and \( \beta_j = c_{aj}^{-1} \). Then the sequence \( \{x^k\} \) in (9.22) converges to the minimizer of the proximity function

\[
\sum_{i=1}^{I} \alpha_i |b_i - (Ax)_i|^2
\]

for which

\[
\sum_{j=1}^{J} \beta_j^{-1} |x_j - x^0_j|^2
\]

is minimized.

For the case of \( a = 1 \), the iterative step becomes

\[
x_j^k = x_j^{k-1} + \sum_{i=1}^{I} \left( \frac{A_{ij} (b_i - (Ax_i^{k-1})_i)}{(\sum_{t=1}^{I} |A_{it}|)(\sum_{m=1}^{J} |A_{mj}|)} \right),
\]

which was considered in [130]. The SART algorithm [1] is a special case, in which it is assumed that \( A_{ij} \geq 0 \), for all \( i \) and \( j \).
9.5. SIMULTANEOUS ITERATIVE ALGORITHMS

9.5.3 The CAV Algorithm

Corollary 9.13 If $\beta_j = 1$ and $\alpha_i$ satisfies

$$0 < \alpha_i \leq \left( \sum_{j=1}^{J} s_j |A_{ij}|^2 \right)^{-1},$$

for each $i$, then the algorithm with the iterative step

$$x^k = x^{k-1} + \lambda_k \sum_{i=1}^{I} \alpha_i (b_i - (Ax^{k-1})_i) A_i^\dagger$$

converges to the minimizer of

$$\sum_{i=1}^{I} \alpha_i |b_i - (Ax^{k-1})_i|^2$$

for which $\|x - x^0\|$ is minimized.

When

$$\alpha_i = \left( \sum_{j=1}^{J} s_j |A_{ij}|^2 \right)^{-1},$$

for each $i$, this is the relaxed component-averaging (CAV) method of Censor et al. [81].

9.5.4 The Landweber Algorithm

When $\beta_j = 1$ and $\alpha_i = \alpha$ for all $i$ and $j$, we have the relaxed Landweber algorithm. The convergence condition in Equation (9.20) becomes

$$\alpha \leq \left( \sum_{j=1}^{J} s_j |A_{ij}|^2 \right)^{-1} = p_i^{-1}$$

for all $i$, so $\alpha \leq p^{-1}$ suffices for convergence. Actually, the sequence $\{x^k\}$ converges to the minimizer of $\|Ax - b\|_2$ for which the distance $\|x - x^0\|_2$ is minimized, for any starting vector $x^0$, when $0 < \alpha < 1/L$. Easily obtained estimates of $L$ are usually over-estimates, resulting in overly conservative choices of $\alpha$. For example, if $A$ is first normalized so that $\sum_{j=1}^{J} |A_{ij}|^2 = 1$ for each $i$, then the trace of $A^\dagger A$ equals $I$, which tells us that $L \leq I$. But this estimate, which is the one used in Cimmino’s method [90], is far too large when $A$ is sparse.
9.5.5 The Simultaneous DROP Algorithm

**Corollary 9.14** Let $0 < w_i \leq 1$,

$$\alpha_i = w_i \nu_i^{-2} = w_i \left( \sum_{j=1}^{J} |A_{ij}|^2 \right)^{-1}$$

and $\beta_j = s_j^{-1}$, for each $i$ and $j$. Then the simultaneous algorithm with the iterative step

$$x_j^k = x_j^{k-1} + \lambda_k \sum_{i=1}^{I} \left( \frac{w_i A_{ij}(b_i - (Ax_i^{k-1})_i)}{s_j \nu_i^2} \right), \quad (9.27)$$

converges to the minimizer of the function

$$\sum_{i=1}^{I} \left| w_i(b_i - (Ax)_i) \right|^{2}$$

for which the function

$$\sum_{j=1}^{J} s_j |x_j - x_j^0|^2$$

is minimized.

For $w_i = 1$, this is the CARP1 algorithm of [126] (see also [81, 82]). The simultaneous DROP algorithm of [77] requires only that the weights $w_i$ be positive, but dividing each $w_i$ by their maximum, $\max_i \{w_i\}$, while multiplying each $\lambda_k$ by the same maximum, gives weights in the interval $(0, 1]$. For convergence of their algorithm, we need to replace the condition $\lambda_k \leq 2 - \epsilon$ with $\lambda_k \leq \frac{2 - \epsilon}{\max_i \{w_i\}}$.

The denominator in CAV is

$$\sum_{t=1}^{J} s_t |A_{it}|^2,$$

while that in CARP1 is

$$s_j \sum_{t=1}^{J} |A_{it}|^2.$$
9.6 Block-iterative Algorithms

The methods discussed in the previous section are simultaneous, that is, all the equations are employed at each step of the iteration. We turn now to block-iterative methods, which employ only some of the equations at each step. When the parameters are appropriately chosen, block-iterative methods can be significantly faster than simultaneous ones.

9.6.1 The Block-Iterative Landweber Algorithm

For a given set of blocks, the block-iterative Landweber algorithm has the following iterative step: with \( n = k (\mod N) \),

\[
x^k = x^{k-1} + \gamma_n A_n^\dagger (b_n - A_n x^{k-1}).
\] (9.28)

The sequence \( \{x^k\} \) converges to the solution of \( Ax = b \) that minimizes \( \| x - x^0 \|_2 \), whenever the system \( Ax = b \) has solutions, provided that the parameters \( \gamma_n \) satisfy the inequalities \( 0 < \gamma_n < 1/L_n \). This follows from Theorem 8.3 by replacing the matrices \( A_n \) with \( \sqrt{\gamma_n} A_n \) and the vectors \( b_n \) with \( \sqrt{\gamma_n} b_n \).

If the rows of the matrices \( A_n \) are normalized to have length one, then we know that \( L_n \leq s_n \). Therefore, we can use parameters \( \gamma_n \) that satisfy

\[
0 < \gamma_n \leq \left( s_n \sum_{j=1}^{J} |A_{ij}|^2 \right)^{-1},
\] (9.29)

for each \( i \in B_n \).

9.6.2 The BICAV Algorithm

We can extend the block-iterative Landweber algorithm as follows: let \( n = k (\mod N) \) and

\[
x^k = x^{k-1} + \lambda_k \sum_{i \in B_n} \gamma_i (b_i - (Ax^{k-1})_i) A_i^\dagger.
\] (9.30)

It follows from Theorem 9.1 that, in the consistent case, the sequence \( \{x^k\} \) converges to the solution of \( Ax = b \) that minimizes \( \| x - x^0 \| \), provided that, for each \( n \) and each \( i \in B_n \), we have

\[
\gamma_i \leq \left( \sum_{j=1}^{J} s_{nj} |A_{ij}|^2 \right)^{-1}.
\]

The BICAV algorithm [82] uses

\[
\gamma_i = \left( \sum_{j=1}^{J} s_{nj} |A_{ij}|^2 \right)^{-1}.
\]
The iterative step of BICAV is

\[ x^k = x^{k-1} + \lambda_k \sum_{i \in B_n} \left( \frac{b_i - (Ax^{k-1})_i}{\sum_j s_{nj} |A_{ij}|^2} \right) A^\dagger_i, \]  

(9.31)

9.6.3 A Block-Iterative CARP1

The obvious way to obtain a block-iterative version of CARP1 would be to replace the denominator term

\[ s_j \sum_{t=1}^J |A_{it}|^2 \]

with

\[ s_{nj} \sum_{t=1}^J |A_{it}|^2. \]

However, this is problematic, since we cannot redefine the vector of unknowns using \( z_j = x_j \sqrt{s_{nj}} \), since this varies with \( n \). In [77], this issue is resolved by taking \( \tau_j \) to be not less than the maximum of the \( s_{nj} \), and using the denominator

\[ \tau_j \sum_{t=1}^J |A_{it}|^2 = \tau_j \nu_i^2. \]

A similar device is used in [137] to obtain a convergent block-iterative version of SART. The iterative step of DROP is

\[ x^k_j = x^{k-1}_j + \lambda_k \sum_{i \in B_n} \left( \frac{A_{ij} (b_i - (Ax^{k-1})_i)}{\tau_j \nu_i^2} \right). \]  

(9.32)

Convergence of the DROP (diagonally-relaxed orthogonal projection) iteration follows from their Theorem 11. We obtain convergence as a corollary of our previous results.

The change of variables is \( z_j = x_j \sqrt{\tau_j} \), for each \( j \). Using our eigenvalue bounds, it is easy to show that the matrices \( C_n \) with entries

\[ (C_n)_{ij} = \left( \frac{A_{ij}}{\sqrt{\tau_j} \nu_i} \right), \]

for all \( i \in B_n \) and all \( j \), have \( \rho(C_n^\dagger C_n) \leq 1 \). The resulting iterative scheme, which is equivalent to Equation (9.32), then converges, whenever \( Ax = b \) is consistent, to the solution minimizing the proximity function

\[ \sum_{i=1}^I \left| \frac{b_i - (Ax)_i}{\nu_i} \right|^2. \]
for which the function
\[ \sum_{j=1}^{J} \tau_j |x_j - x_j^0|^2 \]
is minimized.

9.6.4 Using Sparseness

Suppose, for the sake of illustration, that each column of \( A \) has \( s \) non-zero elements, for some \( s < I \), and we let \( r = s/I \). Suppose also that the number of members of \( B_n \) is \( I_n = I/N \) for each \( n \), and that \( N \) is not too large. Then \( s_n \) is approximately equal to \( rI_n = s/N \). On the other hand, unless \( A_n \) has only zero entries, we know that \( s_n \geq 1 \). Therefore, it is no help to select \( N \) for which \( s/N < 1 \). For a given degree of sparseness \( s \) we need not select \( N \) greater than \( s \). The more sparse the matrix \( A \), the fewer blocks we need to gain the maximum advantage from the rescaling, and the more we can benefit from parallelization in the calculations at each step of the algorithm in Equation (8.29).

9.7 Exercises

**Ex. 9.3** Prove Lemma 9.1.

**Ex. 9.4 (Computer Problem)** Compare the speed of convergence of the ART and Cimmino algorithms.

**Ex. 9.5 (Computer Problem)** By generating sparse matrices of various sizes, test the accuracy of the estimates of the largest singular-value given above.
Chapter 10

Jacobi and Gauss-Seidel Methods

In this chapter we examine two well known iterative algorithms for solving square systems of linear equations, the Jacobi method and the Gauss-Seidel method, in terms of averaged and paracontractive operators. Both these algorithms are easy to describe and to motivate. They both require not only that the system be square, that is, have the same number of unknowns as equations, but satisfy additional constraints needed for convergence.

Linear systems $Ax = b$ need not be square but can be associated with two square systems, $A^\dagger Ax = A^\dagger b$, the so-called normal equations, and $AA^\dagger z = b$, sometimes called the Björck-Elfving equations [99]. Both the Jacobi and the Gauss-Seidel algorithms can be modified to apply to any square system of linear equations, $Sz = h$. The resulting algorithms, the Jacobi overrelaxation (JOR) and successive overrelaxation (SOR) methods, involve the choice of a parameter. The JOR and SOR will converge for more general classes of matrices, provided that the parameter is appropriately chosen. Particular cases of the Jacobi and the Gauss-Seidel methods are equivalent to the Landweber algorithm and the ART, respectively.

When we say that an iterative method is convergent, or converges, under certain conditions, we mean that it converges for any consistent system of the appropriate type, and for any starting vector; any iterative method will converge if we begin at the right answer. We assume throughout this chapter that $A$ is an $I$ by $J$ matrix.
10.1 The Jacobi and Gauss-Seidel Methods: An Example

Suppose we wish to solve the 3 by 3 system

\[
\begin{align*}
S_{11}z_1 + S_{12}z_2 + S_{13}z_3 &= h_1 \\
S_{21}z_1 + S_{22}z_2 + S_{23}z_3 &= h_2 \\
S_{31}z_1 + S_{32}z_2 + S_{33}z_3 &= h_3,
\end{align*}
\]

(10.1)

which we can rewrite as

\[
\begin{align*}
z_1 &= S_{11}^{-1}[h_1 - S_{12}z_2 - S_{13}z_3] \\
z_2 &= S_{22}^{-1}[h_2 - S_{21}z_1 - S_{23}z_3] \\
z_3 &= S_{33}^{-1}[h_3 - S_{31}z_1 - S_{32}z_2],
\end{align*}
\]

(10.2)

assuming that the diagonal terms \(S_{mm}\) are not zero. Let \(z^0 = (z_0^1, z_0^2, z_0^3)^T\) be an initial guess for the solution. We then insert the entries of \(z^0\) on the right sides and use the left sides to define the entries of the next guess \(z^1\). This is one full cycle of Jacobi’s method.

The Gauss-Seidel method is similar. Let \(z^0 = (z_0^1, z_0^2, z_0^3)^T\) be an initial guess for the solution. We then insert \(z_0^1\) and \(z_0^2\) on the right side of the first equation, obtaining a new value \(z_1^1\) on the left side. We then insert \(z_0^3\) and \(z_1^1\) on the right side of the second equation, obtaining a new value \(z_1^2\) on the left. Finally, we insert \(z_1^1\) and \(z_1^2\) into the right side of the third equation, obtaining a new \(z_1^3\) on the left side. This is one full cycle of the Gauss-Seidel (GS) method.

10.2 Splitting Methods

The Jacobi and the Gauss-Seidel methods are particular cases of a more general approach known as splitting methods. Splitting methods apply to square systems of linear equations. Let \(S\) be an arbitrary \(N\) by \(N\) square matrix, written as \(S = M - K\). Then the linear system of equations \(Sz = h\) is equivalent to \(Mz = Kz + h\). If \(M\) is invertible, then we can also write \(z = M^{-1}Kz + M^{-1}h\). This last equation suggests a class of iterative methods for solving \(Sz = h\) known as splitting methods. The idea is to select a matrix \(M\) so that the equation

\[Mz^{k+1} = Kz^k + h\]

(10.3)
10.2. SPLITTING METHODS

can be easily solved to get $z^{k+1}$; in the Jacobi method $M$ is diagonal, and in the Gauss-Seidel method, $M$ is triangular. Then we write

$$z^{k+1} = M^{-1}Kz^k + M^{-1}h.$$  \hfill (10.4)

From $K = M - S$, we can write Equation (10.4) as

$$z^{k+1} = z^k + M^{-1}(h - Sz^k).$$  \hfill (10.5)

Suppose that $S$ is invertible and $\hat{z}$ is the unique solution of $Sz = h$. The error we make at the $k$-th step is $e^k = \hat{z} - z^k$, so that

$$e^{k+1} = M^{-1}Ke^k.$$  

We want the error to decrease with each step, which means that we should seek $M$ and $K$ so that \( \|M^{-1}K\| < 1 \). If $S$ is not invertible and there are multiple solutions of $Sz = h$, then we do not want $M^{-1}K$ to be a strict contraction, but only av or pc. The operator $T$ defined by

$$Tz = M^{-1}Kz + M^{-1}h = Bz + d$$  \hfill (10.6)

is an affine linear operator and will be a pc or av operator whenever $B = M^{-1}K$ is.

It follows from our previous discussion concerning linear av operators that, if $B = B^{\dagger}$ is Hermitian, then $B$ is av if and only if

$$-1 < \lambda \leq 1,$$  \hfill (10.7)

for all (necessarily real) eigenvalues $\lambda$ of $B$.

In general, though, the matrix $B = M^{-1}K$ will not be Hermitian, and deciding if such a non-Hermitian matrix is av is not a simple matter. We do know that, if $B$ is av, so is $B^{\dagger}$; the matrix $B$ is a convex combination of the identity and a non-expansive matrix $N$, so $B^{\dagger}$ is a convex combination of the identity and $N^{\dagger}$, which is also non-expansive, since $\|N^{\dagger}\| = \|N\| \leq 1$. Consequently, the Hermitian matrix $Q = \frac{1}{2}(B + B^{\dagger})$ is also av. Therefore, $I - Q = \frac{1}{2}(M^{-1}S + (M^{-1}S)^{\dagger})$ is ism, and so is non-negative definite. We have $-1 < \lambda \leq 1$, for any eigenvalue $\lambda$ of $Q$.

Alternatively, we can use the EKN Theorem 7.3. According to that theorem, if $B$ has a basis of eigenvectors, and $|\lambda| < 1$ for all eigenvalues $\lambda$ of $B$ that are not equal to one, then \{z^k\} will converge to a solution of $Sz = h$, whenever solutions exist.

In what follows we shall write an arbitrary square matrix $S$ as

$$S = L + D + U,$$  \hfill (10.8)

where $L$ is the strictly lower triangular part of $S$, $D$ the diagonal part, and $U$ the strictly upper triangular part. When $S = H$ is Hermitian, we have

$$H = L + D + L^{\dagger}.$$  \hfill (10.9)
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We list now several examples of iterative algorithms obtained by the splitting method. In the remainder of the chapter we discuss these methods in more detail.

10.3 Some Examples of Splitting Methods

As we shall now see, the Jacobi and Gauss-Seidel methods, as well as their overrelaxed versions, JOR and SOR, are splitting methods.

**Jacobi’s Method:** Jacobi’s method uses \( M = D \) and \( K = -L - U \), under the assumption that \( D \) is invertible. The matrix \( B \) is

\[
B = M^{-1}K = -D^{-1}(L + U). \tag{10.10}
\]

**The Gauss-Seidel Method:** The Gauss-Seidel (GS) method uses the splitting \( M = D + L \), so that the matrix \( B \) is

\[
B = I - (D + L)^{-1}S. \tag{10.11}
\]

**The Jacobi Overrelaxation Method (JOR):** The JOR uses the splitting

\[
M = \frac{1}{\omega}D \tag{10.12}
\]

and

\[
K = M - S = (\frac{1}{\omega} - 1)D - L - U. \tag{10.13}
\]

The matrix \( B \) is

\[
B = M^{-1}K = (I - \omega D^{-1}S). \tag{10.14}
\]

**The Successive Overrelaxation Method (SOR):** The SOR uses the splitting \( M = (\frac{1}{\omega}D + L) \), so that

\[
B = M^{-1}K = (D + \omega L)^{-1}[(1 - \omega)D - \omega U] \tag{10.15}
\]

or

\[
B = I - \omega(D + \omega L)^{-1}S, \tag{10.16}
\]

or

\[
B = (I + \omega D^{-1}L)^{-1}[(1 - \omega)I - \omega D^{-1}U]. \tag{10.17}
\]
10.4 Jacobi’s Algorithm and JOR

The matrix \( B \) in Equation (10.10) is not generally aV and the Jacobi iterative scheme will not converge, in general. Additional conditions need to be imposed on \( S \) in order to guarantee convergence. One such condition is that \( S \) be strictly diagonally dominant. In that case, all the eigenvalues of \( B = M^{-1}K \) can be shown to lie inside the unit circle of the complex plane, so that \( \rho(B) < 1 \). It follows from Lemma 7.12 that \( B \) is sc with respect to some vector norm, and the Jacobi iteration converges. If, in addition, \( S \) is Hermitian, the eigenvalues of \( B \) are in the interval \((-1, 1)\), and so \( B \) is sc with respect to the Euclidean norm.

Alternatively, one has the Jacobi overrelaxation (JOR) method, which is essentially a special case of the Landweber algorithm and involves an arbitrary parameter.

For \( S \) an \( N \) by \( N \) matrix, Jacobi’s method can be written as

\[
\begin{align*}
\text{new}_m &= \text{old}_m - \sum_{j \neq m} S_{mj} \text{old}_j, \\
\end{align*}
\]

(10.18)

for \( m = 1, \ldots, N \). With \( D \) the invertible diagonal matrix with entries \( D_{mm} = S_{mm} \) we can write one cycle of Jacobi’s method as

\[
\begin{align*}
\text{new} &= \text{old} + D^{-1}(h - Sz), \\
\end{align*}
\]

(10.19)

The Jacobi overrelaxation (JOR) method has the following full-cycle iterative step:

\[
\begin{align*}
\text{new} &= \text{old} + \omega D^{-1}(h - Sz), \\
\end{align*}
\]

(10.20)

choosing \( \omega = 1 \) we get the Jacobi method. Convergence of the JOR iteration will depend, of course, on properties of \( S \) and on the choice of \( \omega \).

When \( S = Q \), where \( Q \) is Hermitian and nonnegative-definite, for example, \( S = A^\dagger A \) or \( S = AA^\dagger \), we can say more. Note that such \( Q \) can always be written in the form \( Q = AA^\dagger \) or \( Q = A^\dagger A \), for appropriately chosen \( A \).

10.4.1 The JOR in the Nonnegative-definite Case

When \( S = Q \) is nonnegative-definite and the system \( Qz = h \) is consistent the JOR converges to a solution for any \( \omega \in (0, 2/\rho(D^{-1/2}QD^{-1/2})) \), where \( \rho(Q) \) denotes the largest eigenvalue of the nonnegative-definite matrix \( Q \). For nonnegative-definite \( Q \), the convergence of the JOR method is implied by the KMO Theorem 7.1, since the JOR is equivalent to Landweber’s algorithm in these cases. To see this, we rewrite Equation (10.20) as

\[
\begin{align*}
\text{new} &= \text{old} + \omega G^\dagger(f - G\text{old}), \\
\end{align*}
\]
where \( v = D^{1/2}z \),
\[
G^\dagger G = D^{-1/2}QD^{-1/2},
\]
and
\[
G^\dagger f = D^{-1/2}h.
\]

The JOR method, as applied to \( Qz = A^\dagger z = b \), is equivalent to the Landweber iterative method for \( Ax = b \).

**Ex. 10.1** Show that the system \( AA^\dagger z = b \) has solutions whenever the system \( Ax = b \) has solutions.

**Lemma 10.1** If \( \{ z^k \} \) is the sequence obtained from the JOR, then the sequence \( \{ A^\dagger z^k \} \) is the sequence obtained by applying the Landweber algorithm to the system \( D^{-1/2}Ax = D^{-1/2}b \), where \( D \) is the diagonal part of the matrix \( Q = AA^\dagger \).

If we select \( \omega = 1/I \) we obtain the Cimmino method. Since the trace of the matrix \( D^{-1/2}QD^{-1/2} \) equals \( I \), which then is the sum of its eigenvalues, all of which are non-negative, we know that \( \omega = 1/I \) is less than two over the largest eigenvalue of the matrix \( D^{-1/2}QD^{-1/2} \) and so this choice of \( \omega \) is acceptable and the Cimmino algorithm converges whenever there are solutions of \( Ax = b \). In fact, it can be shown that Cimmino’s method converges to a least squares approximate solution generally.

Similarly, the JOR method applied to the system \( A^\dagger Ax = A^\dagger b \) is equivalent to the Landweber algorithm, applied to the system \( Ax = b \).

**Ex. 10.2** Show that, if \( \{ z^k \} \) is the sequence obtained from the JOR, then the sequence \( \{ D^{1/2}z^k \} \) is the sequence obtained by applying the Landweber algorithm to the system \( AD^{-1/2}x = b \), where \( D \) is the diagonal part of the matrix \( S = A^\dagger A \).

### 10.5 The Gauss-Seidel Algorithm and SOR

In general, the full-cycle iterative step of the Gauss-Seidel method is the following:
\[
z^{\text{new}} = z^{\text{old}} + (D + L)^{-1}(h - Sz^{\text{old}}), \tag{10.21}
\]
where \( S = D + L + U \) is the decomposition of the square matrix \( S \) into its diagonal, lower triangular and upper triangular diagonal parts. The GS method does not converge without restrictions on the matrix \( S \). As with the Jacobi method, strict diagonal dominance is a sufficient condition.
10.5.1 The Nonnegative-Definite Case

Now we consider the square system $Qz = h$, assuming that $Q = L + D + L^\dagger$ is Hermitian and nonnegative-definite, so that $x^\dagger Qx \geq 0$, for all $x$. It is easily shown that all the entries of $D$ are nonnegative. We assume that all the diagonal entries of $D$ are positive, so that $D + L$ is invertible. The Gauss-Seidel iterative step is $z_{k+1}^\dagger Tz_k^\dagger = Bz_d^\dagger$, where $T$ is the affine linear operator given by $Tz = Bz + d$, for $B = -(D + L)^{-1}L^\dagger$ and $d = (D + L)^{-1}h$.

**Proposition 10.1** Let $\lambda$ be an eigenvalue of $B$ that is not equal to one. Then $|\lambda| < 1$.

If $B$ is diagonalizable, then there is a norm with respect to which $T$ is paracontractive, so, by the EKN Theorem 7.3, the GS iteration converges to a solution of $Qz = h$, whenever solutions exist.

**Proof of Proposition (10.1):** Let $Bv = \lambda v$, for $v$ nonzero. Then $-Bv = (D + L)^{-1}L^\dagger v = -\lambda v$, so that

$$L^\dagger v = -\lambda(D + L)v,$$

and

$$Lv = -\lambda(D + L)^\dagger v.$$ (10.22)

Therefore,

$$v^\dagger L^\dagger v = -\lambda v^\dagger(D + L)v.$$ (10.23)

Adding $v^\dagger(D + L)v$ to both sides, we get

$$v^\dagger Qv = (1 - \lambda)v^\dagger(D + L)v.$$ (10.24)

Since the left side of the equation is real, so is the right side. Therefore

$$(1 - \lambda)(D + L)^\dagger v = (1 - \lambda)v^\dagger(D + L)v$$

$$= (1 - \lambda)v^\dagger Dv + (1 - \lambda)v^\dagger Lv$$

$$= (1 - \lambda)v^\dagger Dv - (1 - \lambda)v^\dagger(L + D)v.$$ (10.25)

So we have

$$[(1 - \lambda) + (1 - \lambda)v^\dagger(D + L)^\dagger v = (1 - \lambda)v^\dagger Dv,$$ (10.26)

or

$$(1 - |\lambda|^2)v^\dagger(D + L)^\dagger v = (1 - \lambda)v^\dagger Dv.$$ (10.27)
Multiplying by \((1 - \lambda)\) on both sides, we get, on the left side,

\[
(1 - |\lambda|^2)\nu^\dagger(D + L)^\dagger v - (1 - |\lambda|^2)\bar{\lambda}\nu^\dagger(D + L)^\dagger v,
\]

which is equal to

\[
(1 - |\lambda|^2)\nu^\dagger(D + L)^\dagger v + (1 - |\lambda|^2)\nu^\dagger Lv, \quad (10.30)
\]

and, on the right side, we get

\[
|1 - \lambda| v^\dagger Dv. \quad (10.31)
\]

Consequently, we have

\[
(1 - |\lambda|^2)\nu^\dagger Qv = |1 - \lambda| v^\dagger Dv.
\]

Since \(v^\dagger Qv \geq 0\) and \(v^\dagger Dv > 0\), it follows that \(1 - |\lambda|^2 \geq 0\). If \(|\lambda| = 1\), then \(|1 - \lambda|^2 = 0\), so that \(\lambda = 1\). This completes the proof.

Note that \(\lambda = 1\) if and only if \(Qv = 0\). Therefore, if \(Q\) is invertible, the affine linear operator \(T\) is a strict contraction, and the GS iteration converges to the unique solution of \(Qz = h\).

### 10.5.2 The GS Algorithm as ART

We show now that the GS algorithm, when applied to the system \(Qz = AA^\dagger z = b\), is equivalent to the ART algorithm, applied to \(Ax = b\). Let \(AA^\dagger = Q = L + D + L^\dagger\).

It is convenient now to consider separately each sub-iteration step of the GS algorithm. For \(m = 0, 1, \ldots\) and \(i = m(\text{mod } I) + 1\), we denote by \(z^{m+1}\) the vector whose entries are

\[
z_{i}^{m+1} = D_{ii}^{-1}\left(b_{i} - (Qz^{m})_{i} + Q_{ii}z_{i}^{m}\right),
\]

and \(z_{n}^{m+1} = z_{n}^{m}\), for \(n \neq i\). Therefore, we can write

\[
z_{i}^{m+1} - z_{i}^{m} = D_{ii}^{-1}(b_{i} - (AA^\dagger z^{m})_{i}).
\]

Now let \(x^{m} = A^\dagger z^{m}\) for each \(m\). Then we have

\[
x_{j}^{m+1} = (A^\dagger z^{m+1})_{j} = (A^\dagger z^{m})_{j} + \overline{A_{ij}D_{ii}^{-1}}(b_{i} - (Ax^{m})_{i}),
\]

which is one step of the ART algorithm, applied to the system \(Ax = b\). Note that

\[
D_{ii} = \sum_{j=1}^{J} |A_{ij}|^2.
\]
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From this, we can conclude that if \( \{z^k\} \) is the sequence produced by one step of the GS algorithm, applied to the system \( AA^\dagger z = b \), then \( \{z^k = A^\dagger z^k\} \) is the sequence produced by one full cycle of the ART algorithm, applied to the system \( Ax = b \). Since we know that the ART algorithm converges whenever \( Ax = b \) is consistent, we know now that the GS algorithm, applied to the system \( AA^\dagger z = b \), converges whenever \( Ax = b \) is consistent. So once again we have shown that when \( S = Q \) is Hermitian and non-negative definite, the GS method converges whenever there are solutions of \( Qz = h \).

10.5.3 Successive Overrelaxation

The **successive overrelaxation** (SOR) method has the following full-cycle iterative step:

\[
z^{\text{new}} = z^{\text{old}} + (\omega^{-1}D + L)^{-1}(h - Sz^{\text{old}});
\]  

(10.33)

the choice of \( \omega = 1 \) gives the GS method. Convergence of the SOR iteration will depend, of course, on properties of \( S \) and on the choice of \( \omega \).

Using the form

\[
B = (D + \omega L)^{-1}[(1 - \omega)D - \omega U]
\]  

(10.34)

we can show that

\[
|\text{det}(B)| = |1 - \omega|^N.
\]  

(10.35)

From this and the fact that the determinant of \( B \) is the product of its eigenvalues, we conclude that \( \rho(B) > 1 \) if \( \omega < 0 \) or \( \omega > 2 \). When \( S = Q \) is Hermitian and non-negative definite, we can say more.

10.5.4 The SOR for Nonnegative-Definite \( Q \)

When \( Q \) is nonnegative-definite and the system \( Qz = h \) is consistent the SOR converges to a solution for any \( \omega \in (0, 2) \). This follows from the convergence of the ART algorithm, since, for such \( Q \), the SOR is equivalent to the ART, as we now show.

Now we write \( Q = AA^\dagger \) and consider the SOR method applied to the Björck-Elfving equations \( AA^\dagger z = b \). Rather than count a full cycle as one iteration, we now count as a single step the calculation of a single new entry. Therefore, for \( k = 0, 1, \ldots \) the \( k + 1 \)-st step replaces the value \( z^k_i \) only, where \( i = k(\text{mod} \ I) + 1 \). We have

\[
z^{k+1}_i = (1 - \omega)z^k_i + \omega D^{-1}_n (b_i - \sum_{n=1}^{i-1} Q_{in}z^k_n - \sum_{n=i+1}^I Q_{in}z^k_n)
\]  

(10.36)
and \( z_{n}^{k+1} = z_{n}^{k} \) for \( n \neq i \). Now we calculate \( x_{n}^{k+1} = A^\dagger z_{n}^{k+1} \):

\[
x_{j}^{k+1} = x_{j}^{k} + \omega D_{ii}^{-1} A_{ij} (b_{i} - (Ax_{i}^{k})).
\] (10.37)

This is one step of the relaxed algebraic reconstruction technique (ART) applied to the original system of equations \( Ax = b \). The relaxed ART converges to a solution, when solutions exist, for any \( \omega \in (0, 2) \).

When \( Ax = b \) is consistent, so is \( AA^\dagger z = b \). We consider now the case in which \( Q = AA^\dagger \) is invertible. Since the relaxed ART sequence \( \{x^{k} = A^\dagger z^{k}\} \) converges to a solution \( x^{\infty} \), for any \( \omega \in (0, 2) \), the sequence \( \{AA^\dagger z^{k}\} \) converges to \( b \). Since \( Q = AA^\dagger \) is invertible, the SOR sequence \( \{z^{k}\} \) then converges to \( Q^{-1}b \).

### 10.6 Summary

We summarize the basic points of this chapter:

- **1.** Splitting methods for solving \( Sz = h \), for square matrix \( S = M - K \), involve affine linear operators \( Tx = Bx + d \), where \( B = M^{-1}K \) and \( d = M^{-1}h \);

- **2.** \( T \) is av if and only if \( B \) is av; if \( B \) is Hermitian, then \( B \) is av if and only if \(-1 < \lambda \leq 1\) for all eigenvalues \( \lambda \) of \( B \);

- **3.** if \( B \) is not Hermitian, but is diagonalizable, and \( |\lambda| < 1 \) unless \( \lambda = 1 \), then there is a norm for which \( T \) is pc;

- **4.** If \( S \) is strictly diagonally dominant, then the Jacobi and Gauss-Seidel iterations converge;

- **5.** When \( S = Q \) is Hermitian and non-negative definite, \( Q \) can be written as either \( AA^\dagger \) or as \( A^\dagger A \), for appropriately chosen \( A \), and the JOR method is equivalent to Landweber’s algorithm for either \( D^{-1/2}Ax = D^{-1/2}b \) or \( AD^{-1/2}x = b \);

- **6.** When \( S = Q \) is Hermitian and non-negative definite, and we write \( Q = AA^\dagger \), the SOR method is equivalent to the relaxed ART algorithm for \( Ax = b \), and so converges whenever there are solutions, for \( 0 < \omega < 2 \).
Chapter 11

The SMART and EMML Algorithms

We turn now to iterative algorithms involving non-negative vectors and matrices. For such algorithms the two-norm will not play a major role. Instead, the Kullback-Leibler, or cross-entropy, distance will be our primary tool. Our main examples are the simultaneous multiplicative algebraic reconstruction technique (SMART), the expectation maximization maximum likelihood (EMML) algorithms, and various related methods.

11.1 The SMART Iteration

The SMART minimizes the function $f(x) = KL(Px, y)$, over nonnegative vectors $x$. Here $y$ is a vector with positive entries, and $P$ is a matrix with nonnegative entries, such that $s_j = \sum_{i=1}^I P_{ij} > 0$. Denote by $\mathcal{X}$ the set of all nonnegative $x$ for which the vector $Px$ has only positive entries.

Having found the vector $x^{k-1}$, the next vector in the SMART sequence is $x^k$, with entries given by

$$x^k_j = x^{k-1}_j \exp \left( s_j^{-1} \left( \sum_{i=1}^I P_{ij} \log \left( \frac{y_i}{(Px^{k-1})_i} \right) \right) \right). \quad (11.1)$$

11.2 The EMML Iteration

The EMML algorithm minimizes the function $f(x) = KL(y, Px)$, over nonnegative vectors $x$. Having found the vector $x^{k-1}$, the next vector in
the EMML sequence is $x^k$, with entries given by

$$x^k_j = x^{k-1}_j s_j^{-1} \left( \sum_{i=1}^{l} P_{ij} (y_i / (Px^{k-1})_i) \right). \quad (11.2)$$

### 11.3 The EMML and the SMART as AM

In [46] the SMART was derived using the following alternating minimization approach.

For each $x \in \mathcal{X}$, let $r(x)$ and $q(x)$ be the $I$ by $J$ arrays with entries

$$r(x)_{ij} = x_j P_{ij} y_i / (P x)_i, \quad (11.3)$$

and

$$q(x)_{ij} = x_j P_{ij}. \quad (11.4)$$

In the iterative step of the SMART we get $x^k$ by minimizing the function

$$KL(q(x), r(x^{k-1})) = \sum_{i=1}^{l} \sum_{j=1}^{J} KL(q(x)_{ij}, r(x^{k-1})_{ij})$$

over $x \geq 0$. Note that $KL(P x, y) = KL(q(x), r(x))$.

Similarly, the iterative step of the EMML is to minimize the function $KL(r(x^{k-1}), q(x))$ to get $x = x^k$. Note that $KL(y, P x) = KL(r(x), q(x))$.

It follows from the identities established in [46] that the SMART can also be formulated as a particular case of the SUMMA.

### 11.4 The SMART as SUMMA

We show now that the SMART is a particular case of the SUMMA. Lemma 2.1 is helpful in that regard. For notational convenience, we assume, for the remainder of this section, that $s_j = 1$ for all $j$. From the identities established for the SMART in [46], we know that the iterative step of SMART can be expressed as follows: minimize the function

$$G_k(x) = KL(P x, y) + KL(x, x^{k-1}) - KL(P x, P x^{k-1}) \quad (11.5)$$

to get $x^k$. According to Lemma 2.1, the quantity

$$g_k(x) = KL(x, x^{k-1}) - KL(P x, P x^{k-1})$$

is nonnegative, since $s_j = 1$. The $g_k(x)$ are defined for all nonnegative $x$; that is, the set $D$ is the closed nonnegative orthant in $\mathbb{R}^J$. Each $x^k$ is a positive vector.
It was shown in [46] that
\[ G_k(x) = G_k(x^k) + KL(x, x^k), \] (11.6)
from which it follows immediately that the SMART is in the SUMMA class.

Because the SMART is a particular case of the SUMMA, we know that the sequence \( \{f(x^k)\} \) is monotonically decreasing to \( f(\hat{x}) \). It was shown in [46] that if \( y = Px \) has no nonnegative solution and the matrix \( P \) and every submatrix obtained from \( P \) by removing columns has full rank, then \( \hat{x} \) is unique; in that case, the sequence \( \{x^k\} \) converges to \( \hat{x} \). As we shall see, the SMART sequence always converges to a nonnegative minimizer of \( f(x) \). To establish this, we reformulate the SMART as a particular case of the PMA.

### 11.5 The SMART as PMA

We take \( F(x) \) to be the function
\[ F(x) = \sum_{j=1}^{J} x_j \log x_j. \] (11.7)

Then
\[ D_F(x, z) = KL(x, z). \] (11.8)

For nonnegative \( x \) and \( z \) in \( \mathcal{X} \), we have
\[ D_f(x, z) = KL(Px, Pz). \] (11.9)

**Lemma 11.1** \( D_F(x, z) \geq D_f(x, z) \).

**Proof:** We have
\[
D_F(x, z) \geq \sum_{j=1}^{J} KL(x_j, z_j) \geq \sum_{j=1}^{J} \sum_{i=1}^{I} KL(P_{ij}x_j, P_{ij}z_j)
\]
\[
\geq \sum_{i=1}^{I} KL((Px)_i, (Pz)_i) = KL(Px, Pz). \] (11.10)

We let \( h(x) = F(x) - f(x) \); then \( D_h(x, z) \geq 0 \) for nonnegative \( x \) and \( z \) in \( \mathcal{X} \). The iterative step of the SMART is to minimize the function
\[ f(x) + D_h(x, x^{k-1}). \] (11.11)

So the SMART is a particular case of the PMA.
The function $h(x) = F(x) - f(x)$ is finite on $D$ the nonnegative orthant of $\mathbb{R}^J$, and differentiable on the interior, so $C = D$ is closed in this example. Consequently, $\hat{x}$ is necessarily in $D$. From our earlier discussion of the PMA, we can conclude that the sequence $\{D_h(\hat{x}, x^k)\}$ is decreasing and the sequence $\{D_f(\hat{x}, x^k)\} \to 0$. Since the function $KL(\hat{x}, \cdot)$ has bounded level sets, the sequence $\{x^k\}$ is bounded, and $f(x^*) = f(\hat{x})$, for every cluster point. Therefore, the sequence $\{D_h(x^*, x^k)\}$ is decreasing. Since a subsequence converges to zero, the entire sequence converges to zero. The convergence of $\{x^k\}$ to $x^*$ follows from basic properties of the KL distance.

From the fact that $\{D_f(\hat{x}, x^k)\} \to 0$, we conclude that $P\hat{x} = Px^*$. Equation (4.19) now tells us that the difference $D_h(\hat{x}, x^{k-1}) - D_h(\hat{x}, x^k)$ depends on only on $P\hat{x}$, and not directly on $\hat{x}$. Therefore, the difference $D_h(\hat{x}, x^0) - D_h(\hat{x}, x^*)$ also depends only on $P\hat{x}$ and not directly on $\hat{x}$. Minimizing $D_h(\hat{x}, x^0)$ over nonnegative minimizers $\hat{x}$ of $f(x)$ is therefore equivalent to minimizing $D_h(\hat{x}, x^*)$ over the same vectors. But the solution to the latter problem is obviously $\hat{x} = x^*$. Thus we have shown that the limit of the SMART is the nonnegative minimizer of $KL(Px, y)$ for which the distance $KL(x, x^0)$ is minimized.

The following theorem summarizes the situation with regard to the SMART.

**Theorem 11.1** In the consistent case the SMART converges to the unique nonnegative solution of $y = Px$ for which the distance $\sum_{j=1}^J s_j KL(x_j, x^0_j)$ is minimized. In the inconsistent case it converges to the unique nonnegative minimizer of the distance $KL(Px, y)$ for which $\sum_{j=1}^J s_j KL(x_j, x^0_j)$ is minimized; if $P$ and every matrix derived from $P$ by deleting columns has full rank then there is a unique nonnegative minimizer of $KL(Px, y)$ and at most $I - 1$ of its entries are nonzero.

### 11.6 Using KL Projections

For each $i = 1, 2, ..., I$, let $H_i$ be the hyperplane

$$H_i = \{z : (Pz)_i = y_i\}. \quad (11.12)$$

The KL projection of a given positive $x$ onto $H_i$ is the $z$ in $H_i$ that minimizes the KL distance $KL(z, x)$. Generally, the KL projection onto $H_i$ cannot be expressed in closed form. However, the $z$ in $H_i$ that minimizes the weighted KL distance

$$\sum_{j=1}^J P_{ij} KL(z_j, x_j) \quad (11.13)$$

is $T_i(x)$ given by

$$T_i(x)_j = x_j y_i / (Px)_i. \quad (11.14)$$
Both the SMART and the EMML can be described in terms of the $T_i$. The iterative step of the SMART algorithm can be expressed as

$$x^k_j = \prod_{i=1}^{I} (T_i(x^{k-1})_j)^{P_{ij}}. \quad (11.15)$$

We see that $x^k_j$ is a weighted geometric mean of the terms $T_i(x^{k-1})_j$.

The iterative step of the EMML algorithm can be expressed as

$$x^k_j = \sum_{i=1}^{I} P_{ij} T_i(x^{k-1})_j. \quad (11.16)$$

We see that $x^k_j$ is a weighted arithmetic mean of the terms $T_i(x^{k-1})_j$, using the same weights as in the case of SMART.

### 11.7 The MART and EMART Algorithms

The MART algorithm has the iterative step

$$x^k_j = x^{k-1}_j \frac{y_i}{(Px^{k-1})_i} P_{ij} m^{-1}_{ij}, \quad (11.17)$$

where $i = (k - 1)(\text{mod } I) + 1$ and

$$m_i = \max\{P_{ij} | j = 1, 2, \ldots, J\}. \quad (11.18)$$

When there are non-negative solutions of the system $y = Px$, the sequence $\{x^k\}$ converges to the solution $x$ that minimizes $KL(x, x^0)$ [49, 50, 51]. We can express the MART in terms of the weighted KL projections $T_i(x^{k-1})$;

$$x^k_j = (x^{k-1}_j)^{1 - P_{ij} m^{-1}_{ij}} (T_i(x^{k-1})_j)^{P_{ij} m^{-1}_{ij}}. \quad (11.19)$$

We see then that the iterative step of the MART is a relaxed weighted KL projection onto $H_i$, and a weighted geometric mean of the current $x^k_j$ and $T_i(x^{k-1})_j$. The expression for the MART in Equation (11.19) suggests a somewhat simpler iterative algorithm involving a weighted arithmetic mean of the current $x^{k-1}_j$ and $T_i(x^{k-1})_j$; this is the EMART algorithm.

The iterative step of the EMART algorithm is

$$x^k_j = (1 - P_{ij} m^{-1}_{ij}) x^{k-1}_j + P_{ij} m^{-1}_{ij} T_i(x^{k-1})_j. \quad (11.20)$$

Whenever the system $y = Px$ has non-negative solutions, the EMART sequence $\{x^k\}$ converges to a non-negative solution, but nothing further is known about this solution. One advantage that the EMART has over the MART is the substitution of multiplication for exponentiation.

Block-iterative versions of SMART and EMML have also been investigated; see [49, 50, 51] and the references therein.
11.8 Extensions of MART and EMART

As we have seen, the iterative steps of the MART and the EMART are relaxed weighted KL projections onto the hyperplane \( H_i \), resulting in vectors that are not within \( H_i \). This suggests variants of MART and EMART in which, at the end of each iterative step, a further weighted KL projection onto \( H_i \) is performed. In other words, for MART and EMART the new vector would be \( T_j(x^k) \), instead of \( x^k \) as given by Equations (11.17) and (11.20), respectively. Research into the properties of these new algorithms is ongoing.

11.9 Convergence of the SMART and EMML

In this section we prove convergence of the SMART and EMML algorithms through a series of exercises. For both algorithms we begin with an arbitrary positive vector \( x^0 \). The iterative step for the EMML method is

\[
x_j^k = (x_j^{k-1})' = x_j^{k-1} \sum_{i=1}^{I} P_{ij} \frac{y_i}{(P_{x_j^{k-1}})_i}.
\]

(11.21)

The iterative step for the SMART is

\[
x_j^m = (x_j^{m-1})'' = x_j^{m-1} \exp \left( \sum_{i=1}^{I} P_{ij} \log \frac{y_i}{(P_{x_j^{m-1}})_i} \right).
\]

(11.22)

Note that, to avoid confusion, we use \( k \) for the iteration number of the EMML and \( m \) for the SMART.

11.9.1 Pythagorean Identities for the KL Distance

The SMART and EMML iterative algorithms are best derived using the principle of alternating minimization, according to which the distances \( KL(r(x), q(z)) \) and \( KL(q(x), r(z)) \) are minimized, first with respect to the variable \( x \) and then with respect to the variable \( z \). Although the KL distance is not Euclidean, and, in particular, not even symmetric, there are analogues of Pythagoras’ theorem that play important roles in the convergence proofs.

**Ex. 11.1** Establish the following Pythagorean identities:

\[
KL(r(x), q(z)) = KL(r(z), q(z)) + KL(r(x), r(z));
\]

(11.23)

\[
KL(r(x), q(z)) = KL(r(x), q(x')) + KL(x', z),
\]

(11.24)
for

\[ x'_j = x_j + \sum_{i=1}^I P_{ij} \frac{y_i}{(P_x)_i}; \]  \hspace{1cm} (11.25)

\[ KL(q(x), r(z)) = KL(q(x), r(x)) + KL(x, z) - KL(P_x, P_z); \]  \hspace{1cm} (11.26)

\[ KL(q(x), r(z)) = KL(q(z''), r(z)) + KL(x, z''), \]  \hspace{1cm} (11.27)

for

\[ z''_j = z_j \exp(\sum_{i=1}^I P_{ij} \log \frac{y_i}{(P_z)_i}). \]  \hspace{1cm} (11.28)

Note that it follows from Equation (2.13) that \( KL(x, z) - KL(P_x, P_z) \geq 0 \).

### 11.9.2 Convergence Proofs

We shall prove convergence of the SMART and EMML algorithms through a series of exercises.

**Ex. 11.2** Show that, for \( \{x^k\} \) given by Equation (11.21), \( \{KL(y, P_{x^k})\} \) is decreasing and \( \{KL(x^{k+1}, x^k)\} \to 0 \). Show that, for \( \{x^m\} \) given by Equation (11.22), \( \{KL(P_{x^m}, y)\} \) is decreasing and \( \{KL(x^m, x^{m+1})\} \to 0 \). Hint: Use \( KL(r(x), q(x)) = KL(y, P_x), KL(q(x), r(x)) = KL(P_x, y) \), and the Pythagorean identities.

**Ex. 11.3** Show that the EMML sequence \( \{x^k\} \) is bounded by showing

\[ \sum_{j=1}^J x^{k+1}_j = \sum_{i=1}^I y_i. \]

Show that the SMART sequence \( \{x^m\} \) is bounded by showing that

\[ \sum_{j=1}^J x^{m+1}_j \leq \sum_{i=1}^I y_i. \]

**Ex. 11.4** Show that \( (x^*)' = x^* \) for any cluster point \( x^* \) of the EMML sequence \( \{x^k\} \) and that \( (x^*)'' = x^* \) for any cluster point \( x^* \) of the SMART sequence \( \{x^m\} \). Hint: Use \( \{KL(x^{k+1}, x^k)\} \to 0 \) and \( \{KL(x^m, x^{m+1})\} \to 0 \).
Ex. 11.5 Let \( \hat{x} \) and \( \bar{x} \) minimize \( KL(y, Px) \) and \( KL(Px, y) \), respectively, over all \( x \geq 0 \). Then, \( (\hat{x})' = \hat{x} \) and \( (\bar{x})'' = \bar{x} \). Hint: Apply Pythagorean identities to \( KL(r(\hat{x}), q(\hat{x})) \) and \( KL(q(\bar{x}), r(\bar{x})) \).

Note that, because of convexity properties of the KL distance, even if the minimizers \( \hat{x} \) and \( \bar{x} \) are not unique, the vectors \( P\hat{x} \) and \( P\bar{x} \) are unique.

Ex. 11.6 For the EMML sequence \( \{x^k\} \) with cluster point \( x^* \) and \( \hat{x} \) as defined previously, we have the double inequality
\[
KL(\hat{x}, x^k) \geq KL(r(\hat{x}), r(x^k)) \geq KL(\hat{x}, x^{k+1}),
\]
from which we conclude that the sequence \( \{KL(\hat{x}, x^k)\} \) is decreasing and \( KL(\hat{x}, x^*) < +\infty \). Hint: For the first inequality calculate \( KL(r(\hat{x}), q(x^k)) \) in two ways. For the second one, use \( (x^k)_j = \sum_{i=1}^{l} r(x^k)_{ij} \) and Lemma 2.1.

Ex. 11.7 Show that, for the SMART sequence \( \{x^m\} \) with cluster point \( x^* \) and \( \bar{x} \) as defined previously, we have
\[
KL(\bar{x}, x^m) - KL(\bar{x}, x^{m+1}) = KL(P_{x^m+1}, y) - KL(P\bar{x}, y) + KL(P\bar{x}, P_{x^m}) + KL(P_{x^m+1}, x^m) - KL(P_{x^m+1}, P_{x^m}),
\]
and so \( KL(P\bar{x}, Px^*) = 0 \), the sequence \( \{KL(\bar{x}, x^m)\} \) is decreasing and \( KL(\bar{x}, x^*) < +\infty \). Hint: Expand \( KL(q(\tilde{x}), r(x^m)) \) using the Pythagorean identities.

Ex. 11.8 For \( x^* \) a cluster point of the EMML sequence \( \{x^k\} \) we have \( KL(y, Px^*) = KL(y, P\bar{x}) \). Therefore, \( x^* \) is a nonnegative minimizer of \( KL(y, Px) \). Consequently, the sequence \( \{KL(x^*, x^k)\} \) converges to zero, and so \( \{x^k\} \to x^* \). Hint: Use the double inequality of Equation (11.29) and \( KL(r(\hat{x}), q(x^*)) \).

Ex. 11.9 For \( x^* \) a cluster point of the SMART sequence \( \{x^m\} \) we have \( KL(P_{x^*}, y) = KL(P\tilde{x}, y) \). Therefore, \( x^* \) is a nonnegative minimizer of \( KL(Px, y) \). Consequently, the sequence \( \{KL(x^*, x^m)\} \) converges to zero, and so \( \{x^m\} \to x^* \). Moreover,
\[
KL(\tilde{x}, x^0) \geq KL(x^*, x^0)
\]
for all \( \tilde{x} \) as before. Hints: Use Exercise 11.7. For the final assertion use the fact that the difference \( KL(\tilde{x}, x^m) - KL(\tilde{x}, x^{m+1}) \) is independent of the choice of \( \tilde{x} \), since it depends only on \( Px^* = P\tilde{x} \). Now sum over the index \( m \).
11.10 Regularization

The "night sky" phenomenon that occurs in non-negatively constrained least-squares also happens with methods based on the Kullback-Leibler distance, such as MART, EMML and SMART, requiring some sort of regularization.

11.10.1 The "Night-Sky" Problem

As we saw previously, the sequence \( \{x^k\} \) generated by the EMML iterative step in Equation (11.2) converges to a non-negative minimizer \( \hat{x} \) of \( f(x) = KL(y, Px) \), and we have

\[
\hat{x}_j = \hat{x}_j s_j^{-1} \sum_{i=1}^I P_{ij} \frac{y_i}{(P\hat{x})_i},
\]

(11.31)

for all \( j \). We consider what happens when there is no non-negative solution of the system \( y = Px \).

For those values of \( j \) for which \( \hat{x}_j > 0 \), we have

\[
s_j = \sum_{i=1}^I P_{ij} = \sum_{i=1}^I P_{ij} \frac{y_i}{(P\hat{x})_i}.
\]

(11.32)

Now let \( Q \) be the \( I \) by \( K \) matrix obtained from \( P \) by deleting rows \( j \) for which \( \hat{x}_j = 0 \). If \( Q \) has full rank and \( K \geq I \), then \( Q^T \) is one-to-one, so that \( 1 = \frac{y_i}{(P\hat{x})_i} \) for all \( i \), or \( y = P\hat{x} \). But we are assuming that there is no non-negative solution of \( y = Px \). Consequently, we must have \( K < I \) and \( I - K \) of the entries of \( \hat{x} \) are zero.

11.11 Modifying the KL distance

The SMART, EMML and their block-iterative versions are based on the Kullback-Leibler distance between nonnegative vectors and require that the solution sought be a non-negative vector. To impose more general constraints on the entries of \( x \) we derive algorithms based on shifted KL distances, also called Fermi-Dirac generalized entropies.

For a fixed real vector \( u \), the shifted KL distance \( KL(x - u, z - u) \) is defined for vectors \( x \) and \( z \) having \( x_j \geq u_j \) and \( z_j \geq u_j \). Similarly, the shifted distance \( KL(v - x, v - z) \) applies only to those vectors \( x \) and \( z \) for which \( x_j \leq v_j \) and \( z_j \leq v_j \). For \( u_j \leq v_j \), the combined distance

\[
KL(x - u, z - u) + KL(v - x, v - z)
\]

is restricted to those \( x \) and \( z \) whose entries \( x_j \) and \( z_j \) lie in the interval \([u_j, v_j]\). Our objective is to mimic the derivation of the SMART, EMML
and RBI methods, replacing KL distances with shifted KL distances, to obtain algorithms that enforce the constraints \( u_j \leq x_j \leq v_j \), for each \( j \). The algorithms that result are the ABMART and ABEMML block-iterative methods. These algorithms were originally presented in [52], in which the vectors \( u \) and \( v \) were called \( a \) and \( b \), hence the names of the algorithms.

Throughout this chapter we shall assume that the entries of the matrix \( A \) are nonnegative. We shall denote by \( B_n, n = 1, \ldots, N \) a partition of the index set \( \{ i = 1, \ldots, I \} \) into blocks. For \( k = 0, 1, \ldots \) let \( n(k) = k(mod N) + 1 \).

The projected Landweber algorithm can also be used to impose the restrictions \( u_j \leq x_j \leq v_j \); however, the projection step in that algorithm is implemented by clipping, or setting equal to \( u_j \) or \( v_j \) values of \( x_j \) that would otherwise fall outside the desired range. The result is that the values \( u_j \) and \( v_j \) can occur more frequently than may be desired. One advantage of the AB methods is that the values \( u_j \) and \( v_j \) represent barriers that can only be reached in the limit and are never taken on at any step of the iteration.

### 11.12 The ABMART Algorithm

We assume that \( (Au)_i \leq b_i \leq (Av)_i \) and seek a solution of \( Ax = b \) with \( u_j \leq x_j \leq v_j \), for each \( j \). The algorithm begins with an initial vector \( x^0 \) satisfying \( u_j \leq x^0_j \leq v_j \), for each \( j \). Having calculated \( x^k \), we take

\[
x_{j}^{k+1} = \alpha_{j}^{k} v_{j} + (1 - \alpha_{j}^{k}) u_{j},
\]

with \( n = n(k) \),

\[
\alpha_{j}^{k} = \frac{c_{j}^{k} \prod d_{i}^{k} A_{ij}}{1 + c_{j}^{k} \prod d_{i}^{k} A_{ij}},
\]

\[
c_{j}^{k} = \frac{(x_{j}^{k} - u_{j})}{(v_{j} - x_{j}^{k})},
\]

and

\[
d_{j}^{k} = \frac{(b_{i} - (Au)_{i})((Av)_{i} - (Ax^{k})_{i})}{((Av)_{i} - b_{i})((Ax^{k})_{i} - (Au)_{i})},
\]

where \( \prod d_{i}^{k} \) denotes the product over those indices \( i \) in \( B_{n(k)} \). Notice that, at each step of the iteration, \( x_{j}^{k} \) is a convex combination of the endpoints \( u_{j} \) and \( v_{j} \), so that \( x_{j}^{k} \) lies in the interval \( [u_{j}, v_{j}] \).

We have the following theorem concerning the convergence of the ABMART algorithm:
**Theorem 11.2** If there is a solution of the system \( Ax = b \) that satisfies the constraints \( u_j \leq x_j \leq v_j \) for each \( j \), then, for any \( N \) and any choice of the blocks \( B_n \), the ABMART sequence converges to the constrained solution of \( Ax = b \) for which the Fermi-Dirac generalized entropic distance from \( x \) to \( x^0 \),

\[
KL(x - u, x^0 - u) + KL(v - x, v - x^0),
\]

is minimized. If there is no constrained solution of \( Ax = b \), then, for \( N = 1 \), the ABMART sequence converges to the minimizer of

\[
KL(Ax - Au, b - Au) + KL(Av - Ax, Av - b)
\]

for which

\[
KL(x - u, x^0 - u) + KL(v - x, v - x^0)
\]

is minimized.

The proof is similar to that for RBI-SMART and is found in [52].

### 11.13 The ABEMML Algorithm

We make the same assumptions as in the previous section. The iterative step of the ABEMML algorithm is

\[
x_j^{k+1} = \alpha_j^k v_j + (1 - \alpha_j^k)u_j,
\]

where

\[
\alpha_j^k = \gamma_j^k / d_j^k,
\]

\[
\gamma_j^k = (x_j^k - u_j)e_j^k,
\]

\[
\beta_j^k = (v_j - x_j^k)f_j^k,
\]

\[
d_j^k = \gamma_j^k + \beta_j^k,
\]

\[
e_j^k = \left(1 - \sum_{i \in B_n} A_{ij}\right) + \sum_{i \in B_n} A_{ij} \left( \frac{b_i - (Au)_i}{(Ax^k)_i - (Au)_i} \right),
\]

and

\[
f_j^k = \left(1 - \sum_{i \in B_n} A_{ij}\right) + \sum_{i \in B_n} A_{ij} \left( \frac{(Av)_i - b_i}{(Av)_i - (Ax^k)_i} \right).
\]

We have the following theorem concerning the convergence of the ABEMML algorithm:
Theorem 11.3 If there is a solution of the system \( Ax = b \) that satisfies the constraints \( u_j \leq x_j \leq v_j \) for each \( j \), then, for any \( N \) and any choice of the blocks \( B_n \), the ABEMML sequence converges to such a constrained solution of \( Ax = b \). If there is no constrained solution of \( Ax = b \), then, for \( N = 1 \), the ABEMML sequence converges to a constrained minimizer of

\[
KL(b - Au, Ax - Au) + KL(Av - b, Av - Ax).
\]

The proof is similar to that for RBI-EMML and is to be found in [52]. In contrast to the ABMART theorem, this is all we can say about the limits of the ABEMML sequences.

Open Question: How does the limit of the ABEMML iterative sequence depend, in the consistent case, on the choice of blocks, and, in general, on the choice of \( x^0 \)?
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Alternating Minimization

12.1 Alternating Minimization

As we have seen, the SMART is best derived as an alternating minimization (AM) algorithm. The main reference for alternating minimization is the paper [97] of Csiszár and Tusnády. As the authors of [193] remark, the geometric argument in [97] is “deep, though hard to follow”. As we shall see, all AM methods for which the five-point property of [97] holds fall into the SUMMA class (see [65]).

The alternating minimization approach provides a useful framework for the derivation of iterative optimization algorithms. In this section we discuss the five-point property of [97] and use it to obtain a somewhat simpler proof of convergence for their AM algorithm. We then show that all AM algorithms with the five-point property are in the SUMMA class.

12.1.1 The AM Framework

Suppose that $P$ and $Q$ are arbitrary non-empty sets and the function $\Theta(p, q)$ satisfies $-\infty < \Theta(p, q) \leq +\infty$, for each $p \in P$ and $q \in Q$. We assume that, for each $p \in P$, there is $q \in Q$ with $\Theta(p, q) < +\infty$. Therefore, $b = \inf_{p \in P, q \in Q} \Theta(p, q) < +\infty$. We assume also that $b > -\infty$; in many applications, the function $\Theta(p, q)$ is non-negative, so this additional assumption is unnecessary. We do not always assume there are $\hat{p} \in P$ and $\hat{q} \in Q$ such that $\Theta(\hat{p}, \hat{q}) = b$: when we do assume that such a $\hat{p}$ and $\hat{q}$ exist, we will not assume that $\hat{p}$ and $\hat{q}$ are unique with that property. The objective is to generate a sequence $\{(p^n, q^n)\}$ such that $\Theta(p^n, q^n) \to b$. 
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12.1.2 The AM Iteration

The general AM method proceeds in two steps: we begin with some $q^0$, and, having found $q^n$, we

- 1. minimize $\Theta(p, q^n)$ over $p \in P$ to get $p = p^{n+1}$, and then
- 2. minimize $\Theta(p^{n+1}, q)$ over $q \in Q$ to get $q = q^{n+1}$.

In certain applications we consider the special case of alternating cross-entropy minimization. In that case, the vectors $p$ and $q$ are non-negative, and the function $\Theta(p, q)$ will have the value $+\infty$ whenever there is an index $j$ such that $p_j > 0$, but $q_j = 0$. It is important for those particular applications that we select $q^0$ with all positive entries. We therefore assume, for the general case, that we have selected $q^0$ so that $\Theta(p, q^0)$ is finite for all $p$.

The sequence $\{\Theta(p^n, q^n)\}$ is decreasing and bounded below by $b$, since we have

\[
\Theta(p^n, q^n) \geq \Theta(p^{n+1}, q^n) \geq \Theta(p^{n+1}, q^{n+1}).
\]

Therefore, the sequence $\{\Theta(p^n, q^n)\}$ converges to some $B \geq b$. Without additional assumptions, we can say little more.

We know two things:

\[
\Theta(p^{n+1}, q^n) - \Theta(p^{n+1}, q^{n+1}) \geq 0,
\]

and

\[
\Theta(p^n, q^n) - \Theta(p^{n+1}, q^n) \geq 0.
\]

Equation 12.3 can be strengthened to

\[
\Theta(p, q^n) - \Theta(p^{n+1}, q^n) \geq 0.
\]

We need to make these inequalities more precise.

12.1.3 The Five-Point Property for AM

The five-point property is the following: for all $p \in P$ and $q \in Q$ and $n = 1, 2, ...$

The Five-Point Property

\[
\Theta(p, q) + \Theta(p, q^{n-1}) \geq \Theta(p, q^n) + \Theta(p^n, q^{n-1}).
\]
12.1.4 The Main Theorem for AM

We want to find sufficient conditions for the sequence \( \{\Theta(p^n, q^n)\} \) to converge to \( b \), that is, for \( B = b \). The following is the main result of [97].

**Theorem 12.1** If the five-point property holds then \( B = b \).

**Proof:** Suppose that \( B > b \). Then there are \( p' \) and \( q' \) such that \( B > \Theta(p', q') \geq b \). From the five-point property we have

\[
\Theta(p', q^{n-1}) - \Theta(p^n, q^n) \geq \Theta(p', q^n) - \Theta(p', q'), \tag{12.6}
\]

so that

\[
\Theta(p', q^{n-1}) - \Theta(p', q^n) \geq \Theta(p^n, q^n) - \Theta(p', q') \geq 0. \tag{12.7}
\]

All the terms being subtracted can be shown to be finite. It follows that the sequence \( \{\Theta(p', q^{n-1})\} \) is decreasing, bounded below, and therefore convergent. The right side of Equation (12.7) must therefore converge to zero, which is a contradiction. We conclude that \( B = b \) whenever the five-point property holds in AM.

12.1.5 The Three- and Four-Point Properties

In [97] the five-point property is related to two other properties, the three- and four-point properties. This is a bit peculiar for two reasons: first, as we have just seen, the five-point property is sufficient to prove the main theorem; and second, these other properties involve a second function, \( \Delta : P \times P \to [0, +\infty] \), with \( \Delta(p, p) = 0 \) for all \( p \in P \). The three- and four-point properties jointly imply the five-point property, but to get the converse, we need to use the five-point property to define this second function; it can be done, however.

The three-point property is the following:

**The Three-Point Property**

\[
\Theta(p, q^n) - \Theta(p^{n+1}, q^n) \geq \Delta(p, p^{n+1}), \tag{12.8}
\]

for all \( p \). The four-point property is the following:

**The Four-Point Property**

\[
\Delta(p, p^{n+1}) + \Theta(p, q) \geq \Theta(p, q^{n+1}), \tag{12.9}
\]

for all \( p \) and \( q \).

It is clear that the three- and four-point properties together imply the five-point property. We show now that the three-point property and the
four-point property are implied by the five-point property. For that purpose we need to define a suitable $\Delta(p, \tilde{p})$. For any $p$ and $\tilde{p}$ in $P$ define
\[
\Delta(p, \tilde{p}) = \Theta(p, q(\tilde{p})) - \Theta(p, q(p)),
\]
where $q(p)$ denotes a member of $Q$ satisfying $\Theta(p, q(p)) \leq \Theta(p, q)$, for all $q$ in $Q$. Clearly, $\Delta(p, \tilde{p}) \geq 0$ and $\Delta(p, p) = 0$. The four-point property holds automatically from this definition, while the three-point property follows from the five-point property. Therefore, it is sufficient to discuss only the five-point property when speaking of the AM method.

12.1.6 Alternating Bregman Distance Minimization

The general problem of minimizing $\Theta(p, q)$ is simply a minimization of a real-valued function of two variables, $p \in P$ and $q \in Q$. In many cases the function $\Theta(p, q)$ is a distance between $p$ and $q$, either $\|p - q\|_2^2$ or $KL(p, q)$. In the case of $\Theta(p, q) = \|p - q\|_2^2$, each step of the alternating minimization algorithm involves an orthogonal projection onto a closed convex set; both projections are with respect to the same Euclidean distance function. In the case of cross-entropy minimization, we first project $q^n$ onto the set $P$ by minimizing the distance $KL(p, q^n)$ over all $p \in P$, and then project $p^{n+1}$ onto the set $Q$ by minimizing the distance function $KL(p^{n+1}, q)$. This suggests the possibility of using alternating minimization with respect to more general distance functions. We shall focus on Bregman distances.

12.1.7 Bregman Distances

Let $f : \mathbb{R}^J \to \mathbb{R}$ be a Bregman function [30, 88, 38], and so $f(x)$ is convex on its domain and differentiable in the interior of its domain. Then, for $x$ in the domain and $z$ in the interior, we define the Bregman distance $D_f(x, z)$ by
\[
D_f(x, z) = f(x) - f(z) - \langle \nabla f(z), x - z \rangle.
\]
For example, the KL distance is a Bregman distance with associated Bregman function
\[
f(x) = \sum_{j=1}^{J} x_j \log x_j - x_j.
\]
Suppose now that $f(x)$ is a Bregman function and $P$ and $Q$ are closed convex subsets of the interior of the domain of $f(x)$. Let $p^{n+1}$ minimize $D_f(p, q^n)$ over all $p \in P$. It follows then that
\[
\langle \nabla f(p^{n+1}) - \nabla f(q^n), p - p^{n+1} \rangle \geq 0,
\]
for all \( p \in P \). Since
\[
D_f(p, q^n) - D_f(p^{n+1}, q^n) =
\]
\[
D_f(p, p^{n+1}) + \langle \nabla f(p^{n+1}) - \nabla f(q^n), p - p^{n+1} \rangle,
\]
(12.14)
it follows that the three-point property holds, with
\[
\Theta(p, q) = D_f(p, q),
\]
(12.15)
and
\[
\Delta(p, \hat{p}) = D_f(p, \hat{p}).
\]
(12.16)

To get the four-point property we need to restrict \( D_f \) somewhat; we assume from now on that \( D_f(p, q) \) is jointly convex, that is, it is convex in the combined vector variable \((p, q)\) (see [14]). Now we can invoke a lemma due to Eggermont and LaRiccia [108].

### 12.1.8 The Eggermont-LaRiccia Lemma

**Lemma 12.1** Suppose that the Bregman distance \( D_f(p, q) \) is jointly convex. Then it has the four-point property.

**Proof:** By joint convexity we have
\[
D_f(p, q) - D_f(p^n, q^n) \geq
\]
\[
\langle \nabla_1 D_f(p^n, q^n), p - p^n \rangle + \langle \nabla_2 D_f(p^n, q^n), q - q^n \rangle,
\]
where \( \nabla_1 \) denotes the gradient with respect to the first vector variable. Since \( q^n \) minimizes \( D_f(p^n, q) \) over all \( q \in Q \), we have
\[
\langle \nabla_2 D_f(p^n, q^n), q - q^n \rangle \geq 0,
\]
for all \( q \). Also,
\[
\langle \nabla_1(p^n, q^n), p - p^n \rangle = \langle \nabla f(p^n) - \nabla f(q^n), p - p^n \rangle.
\]
It follows that
\[
D_f(p, q^n) - D_f(p, p^n) = D_f(p^n, q^n) + \langle \nabla_1(p^n, q^n), p - p^n \rangle
\]
\[
\leq D_f(p, q) - \langle \nabla_2 D_f(p^n, q^n), q - q^n \rangle \leq D_f(p, q).
\]
Therefore, we have
\[
D_f(p, p^n) + D_f(p, q) \geq D_f(p, q^n).
\]
This is the four-point property.

We now know that the alternating minimization method works for any Bregman distance that is jointly convex. This includes the Euclidean and the KL distances.
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12.1.9 Minimizing a Proximity Function

We present now an example of alternating Bregman distance minimization taken from [56]. The problem is the convex feasibility problem (CFP), to find a member of the intersection \( C \subseteq \mathbb{R}^d \) of finitely many closed convex sets \( C_i, i = 1, ..., I \), or, failing that, to minimize the proximity function

\[
F(x) = \sum_{i=1}^{I} D_i(\bar{P}_i x, x),
\]

(12.17)

where \( f_i \) are Bregman functions for which \( D_i \), the associated Bregman distance, is jointly convex, and \( \bar{P}_i x \) are the left Bregman projection of \( x \) onto the set \( C_i \), that is, \( \bar{P}_i x \in C_i \) and \( D_i(\bar{P}_i x, x) \leq D_i(z, x) \), for all \( z \in C_i \). Because each \( D_i \) is jointly convex, the function \( F(x) \) is convex.

The problem can be formulated as an alternating minimization, where \( P \subseteq \mathbb{R}^{IJ} \) is the product set \( P = C_1 \times C_2 \times ... \times C_I \). A typical member of \( P \) has the form \( p = (c^1, c^2, ..., c^I) \), where \( c^i \in C_i \), and \( Q \subseteq \mathbb{R}^{IJ} \) is the diagonal subset, meaning that the elements of \( Q \) are the \( I \)-fold product of a single \( x \); that is \( Q = \{ d(x) = (x, x, ..., x) \in \mathbb{R}^{IJ} \} \). We then take

\[
\Theta(p, q) = \sum_{i=1}^{I} D_i(c^i, x),
\]

(12.18)

and \( \Delta(p, \tilde{p}) = \Theta(p, \tilde{p}) \).

In [76] a similar iterative algorithm was developed for solving the CFP, using the same sets \( P \) and \( Q \), but using alternating projection, rather than alternating minimization. Now it is not necessary that the Bregman distances be jointly convex. Each iteration of their algorithm involves two steps:

1. minimize \( \sum_{i=1}^{I} D_i(c^i, x^n) \) over \( c^i \in C_i \), obtaining \( c^i = \bar{P}_i x^n \), and then

2. minimize \( \sum_{i=1}^{I} D_i(x, \bar{P}_i x^n) \).

Because this method is an alternating projection approach, it converges only when the CFP has a solution, whereas the previous alternating minimization method minimizes \( F(x) \), even when the CFP has no solution.

12.1.10 Right and Left Projections

Because Bregman distances \( D_f \) are not generally symmetric, we can speak of right and left Bregman projections onto a closed convex set. For any allowable vector \( x \), the left Bregman projection of \( x \) onto \( C \), if it exists, is the vector \( \bar{P}_C x \in C \) satisfying the inequality \( D_f(\bar{P}_C x, x) \leq D_f(c, x) \), for
all \( c \in C \). Similarly, the right Bregman projection is the vector \( \overrightarrow{P}_C x \in C \) satisfying the inequality \( D_f(x, \overrightarrow{P}_C x) \leq D_f(x, c) \), for any \( c \in C \).

The alternating minimization approach described above to minimize the proximity function
\[
F(x) = \sum_{i=1}^I D_i(\overrightarrow{P}_i x, x)
\]  
(12.19)
can be viewed as an alternating projection method, but employing both right and left Bregman projections.

Consider the problem of finding a member of the intersection of two closed convex sets \( C \) and \( D \). We could proceed as follows: having found \( x^n \), minimize \( D_f(x^n, d) \) over all \( d \in D \), obtaining \( d = \overrightarrow{P}_D x^n \), and then minimize \( D_f(c, \overrightarrow{P}_D x^n) \) over all \( c \in C \), obtaining \( c = x^{n+1} = \overrightarrow{P}_C \overrightarrow{P}_D x^n \). The objective of this algorithm is to minimize \( D_f(c, d) \) over all \( c \in C \) and \( d \in D \); such a minimum may not exist, of course.

In [16] the authors note that the alternating minimization algorithm of [56] involves right and left Bregman projections, which suggests to them iterative methods involving a wider class of operators that they call “Bregman retractions”.

### 12.1.11 More Proximity Function Minimization

Proximity function minimization and right and left Bregman projections play a role in a variety of iterative algorithms. We survey several of them in this section.

### 12.1.12 Cimmino’s Algorithm

Our objective here is to find an exact or approximate solution of the system of \( J \) linear equations in \( J \) unknowns, written \( Ax = b \). For each \( i \) let
\[
C_i = \{ z | (Az)_i = b_i \},
\]  
(12.20)
and \( P_i x \) be the orthogonal projection of \( x \) onto \( C_i \). Then
\[
(P_i x)_j = x_j + \alpha_i A_{ij} (b_i - (Ax)_i),
\]  
(12.21)
where
\[
(\alpha_i)^{-1} = \sum_{j=1}^J A_{ij}^2.
\]  
(12.22)
Let
\[
F(x) = \sum_{i=1}^I \|P_i x - x\|_2^2.
\]  
(12.23)
Using alternating minimization on this proximity function gives Cimmino’s algorithm, with the iterative step

\[ x_j^k = x_j^{k-1} + \frac{1}{I} \sum_{i=1}^{I} \alpha_i A_{ij}(b_i - (Ax^{k-1})_i). \]  

(12.24)

**12.1.13 Simultaneous Projection for Convex Feasibility**

Now we let \( C_i \) be any closed convex subsets of \( \mathbb{R}^J \) and define \( F(x) \) as in the previous section. Again, we apply alternating minimization. The iterative step of the resulting algorithm is

\[ x^k = \frac{1}{I} \sum_{i=1}^{I} P_i x^{k-1}. \]  

(12.25)

The objective here is to minimize \( F(x) \), if there is a minimum.

**12.1.14 The Bauschke-Combettes-Noll Problem**

In [17] Bauschke, Combettes and Noll consider the following problem: minimize the function

\[ \Theta(p, q) = \Lambda(p, q) = \phi(p) + \psi(q) + D_f(p, q), \]  

(12.26)

where \( \phi \) and \( \psi \) are convex on \( \mathbb{R}^J \), \( D = D_f \) is a Bregman distance, and \( P = Q \) is the interior of the domain of \( f \). They assume that

\[ b = \inf_{(p, q)} \Lambda(p, q) > -\infty, \]  

(12.27)

and seek a sequence \( \{(p^n, q^n)\} \) such that \( \{\Lambda(p^n, q^n)\} \) converges to \( b \). The sequence is obtained by the AM method, as in our previous discussion. They prove that, if the Bregman distance is jointly convex, then \( \{\Lambda(p^n, q^n)\} \downarrow b \).

In this subsection we obtain this result by showing that \( \Lambda(p, q) \) has the five-point property whenever \( D = D_f \) is jointly convex. Our proof is loosely based on the proof of the Eggermont-LaRiccia lemma.

The five-point property for \( \Lambda(p, q) \) is

\[ \Lambda(p, q^{n-1}) - \Lambda(p^n, q^{n-1}) \geq \Lambda(p, q^n) - \Lambda(p, q). \]  

(12.28)

**Lemma 12.2** The inequality in (12.28) is equivalent to

\[ \Lambda(p, q) - \Lambda(p^n, q^n) \geq \]

\[ D(p, q^n) + D(p^n, q^{n-1}) - D(p, q^{n-1}) - D(p^n, q^n). \]  

(12.29)
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Proof: The proof is Exercise 12.1.

By the joint convexity of $D(p, q)$ and the convexity of $\phi$ and $\psi$ we have

$$\Lambda(p, q) - \Lambda(p^n, q^n) \geq \langle \nabla_p \Lambda(p^n, q^n), p - p^n \rangle + \langle \nabla_q \Lambda(p^n, q^n), q - q^n \rangle,$$

(12.30)

where $\nabla_p \Lambda(p^n, q^n)$ denotes the gradient of $\Lambda(p, q)$, with respect to $p$, evaluated at $(p^n, q^n)$.

Since $q^n$ minimizes $\Lambda(p^n, q)$, it follows that

$$\langle \nabla_q \Lambda(p^n, q^n), q - q^n \rangle = 0,$$

(12.31)

for all $q$. Therefore,

$$\Lambda(p, q) - \Lambda(p^n, q^n) \geq \langle \nabla_p \Lambda(p^n, q^n), p - p^n \rangle.$$

(12.32)

We have

$$\langle \nabla_p \Lambda(p^n, q^n), p - p^n \rangle = \langle \nabla f(p^n) - \nabla f(q^n), p - p^n \rangle + \langle \nabla \phi(p^n), p - p^n \rangle.$$ 

(12.33)

Since $p^n$ minimizes $\Lambda(p, q^{n-1})$, we have

$$\nabla_p \Lambda(p^n, q^{n-1}) = 0,$$

(12.34)

or

$$\nabla \phi(p^n) = \nabla f(q^{n-1}) - \nabla f(p^n),$$

(12.35)

so that

$$\langle \nabla_p \Lambda(p^n, q^n), p - p^n \rangle = \langle \nabla f(q^{n-1}) - \nabla f(q^n), p - p^n \rangle$$

(12.36)

$$= D(p, q^n) + D(p^n, q^{n-1}) - D(p, q^{n-1}) - D(p^n, q^n).$$

(12.37)

Using (12.32) we obtain the inequality in (12.29). This shows that $\Lambda(p, q)$ has the five-point property whenever the Bregman distance $D = D_f$ is jointly convex. From our previous discussion of AM, we conclude that the sequence $\{\Lambda(p^n, q^n)\}$ converges to $b$; this is Corollary 4.3 of [17].

As we shall see in the next chapter, the expectation maximization maximum likelihood (EM) method involves alternating minimization of a function of the form $\Lambda(p, q)$.

If $\psi = 0$, then $\{\Lambda(p^n, q^n)\}$ converges to $b$, even without the assumption that the distance $D_f$ is jointly convex. In such cases, $\Lambda(p, q)$ has the form of the objective function in proximal minimization and therefore the problem falls into the SUMMA class (see Lemma 4.1).
12.1.15 AM as SUMMA

We show now that the SUMMA class of sequential unconstrained minimization methods includes all the AM methods for which the five-point property holds.

For each \( p \) in the set \( P \), define \( q(p) \) in \( Q \) as a member of \( Q \) for which \( \Theta(p, q(p)) \leq \Theta(p, q) \), for all \( q \in Q \). Let \( f(p) = \Theta(p, q(p)) \).

At the \( n \)th step of AM we minimize

\[
G_n(p) = \Theta(p, q^{n-1}) = \Theta(p, q(p)) + \left( \Theta(p, q^{n-1}) - \Theta(p, q(p)) \right)
\]

(12.38)

to get \( p^n \). With

\[
g_n(p) = \left( \Theta(p, q^{n-1}) - \Theta(p, q(p)) \right) \geq 0,
\]

(12.39)

we can write

\[
G_n(p) = f(p) + g_n(p).
\]

(12.40)

According to the five-point property, we have

\[
G_n(p) - G_n(p^n) \geq \Theta(p, q^n) - \Theta(p, q(p)) = g_{n+1}(p).
\]

(12.41)

It follows that AM is a member of the SUMMA class.

12.2 Exercises

Ex. 12.1 Prove Lemma 12.2.
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The EM Algorithm

13.1 Overview

The “expectation maximization” (EM) algorithm is a general framework for maximizing the likelihood function in statistical parameter estimation [157]. The EM algorithm is not really a single algorithm, but a framework for the design of iterative likelihood maximization methods, or, as the authors of [21] put it, a “prescription for constructing an algorithm”; nevertheless, we shall continue to refer to the EM algorithm. We show in this chapter that EM algorithms are AF algorithms. The EM algorithms are always presented in probabilistic terms, involving the maximization of a conditional expected value. As we shall demonstrate, the essence of the EM algorithm is not stochastic. Our non-stochastic EM (NSEM) is a general approach for function maximization that has the stochastic EM methods as particular cases.

Maximizing the likelihood function is a well studied procedure for estimating parameters from observed data. When a maximizer cannot be obtained in closed form, iterative maximization algorithms, such as the expectation maximization (EM) maximum likelihood algorithms, are needed. The standard formulation of the EM algorithms postulates that finding a maximizer of the likelihood is complicated because the observed data is somehow incomplete or deficient, and the maximization would have been simpler had we observed the complete data. The EM algorithm involves repeated calculations involving complete data that has been estimated using the current parameter value and conditional expectation.

The standard formulation is adequate for the most common discrete case, in which the random variables involved are governed by finite or infinite probability functions, but unsatisfactory in general, particularly in the continuous case, in which probability density functions and integrals are needed.
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We adopt the view that the observed data is not necessarily incomplete, but just difficult to work with, while different data, which we call the preferred data, leads to simpler calculations. To relate the preferred data to the observed data, we assume that the preferred data is acceptable, which means that the conditional distribution of the preferred data, given the observed data, is independent of the parameter. This extension of the EM algorithms contains the usual formulation for the discrete case, while removing the difficulties associated with the continuous case. Examples are given to illustrate this new approach.

13.2 A Non-Stochastic Formulation of EM

The essence of the EM algorithm is not stochastic, and leads to a general approach for function maximization, which we call the “non-stochastic” EM algorithm (NSEM) [66]. In addition to being more general, this new approach also simplifies much of the development of the EM algorithm itself. We present now the essential aspects of the EM algorithm without relying on statistical concepts. We shall use these results later to establish important facts about the statistical EM algorithm.

13.2.1 The Continuous Case

The problem is to maximize a non-negative function $f : Z \rightarrow \mathbb{R}$, where $Z$ is an arbitrary set. We assume that there is $z^* \in Z$ with $f(z^*) \geq f(z)$, for all $z \in Z$. We also assume that there is a non-negative function $b : \mathbb{R}^J \times Z \rightarrow \mathbb{R}$ such that

$$f(z) = \int b(x, z) dx.$$  

Having found $z^k$, we maximize the function

$$H(z^k, z) = \int b(x, z^k) \log b(x, z) dx$$  

(13.1)

to get $z^{k+1}$. Adopting such an iterative approach presupposes that maximizing $H(z^k, z)$ is simpler than maximizing $f(z)$ itself. This is the case with the EM algorithm.

The cross-entropy or Kullback-Leibler distance [143] is a useful tool for analyzing the EM algorithm. We simplify the notation by setting $b(z) = b(x, z)$. Maximizing $H(z^k, z)$ is equivalent to minimizing

$$G(z^k, z) = KL(b(z^k), b(z)) - f(z),$$  

(13.2)

where

$$KL(b(z^k), b(z)) = \int KL(b(x, z^k), b(x, z)) dx.$$  

(13.3)
Therefore,
\[-f(z^k) = KL(b(z^k), b(z^k)) - f(z^k) \geq KL(b(z^k), b(z^{k+1})) - f(z^{k+1}),\]
or
\[f(z^{k+1}) - f(z^k) \geq KL(b(z^k), b(z^{k+1})) \geq KL(f(z^k), f(z^{k+1})).\]
Consequently, the sequence \( \{f(z^k)\} \) is increasing and bounded above, so that the sequence \( \{KL(b(z^k), b(z^{k+1}))\} \) converges to zero. Without additional restrictions, we cannot conclude that \( \{f(z^k)\} \) converges to \( f(z^*) \).

We get \( z^{k+1} \) by minimizing \( G(z^k, z) \). When we minimize \( G(z, z^{k+1}) \), we get \( z^{k+1} \) again. Therefore, we can put the NSEM algorithm into the alternating minimization (AM) framework of Csiszar and Tusnady [97].

13.2.2 The Discrete Case

Again, the problem is to maximize a non-negative function \( f : Z \to \mathbb{R} \), where \( Z \) is an arbitrary set. As previously, we assume that there is \( z^* \in Z \) with \( f(z^*) \geq f(z) \), for all \( z \in Z \). We also assume that there is a finite or countably infinite set \( B \) and a non-negative function \( b : B \times Z \to \mathbb{R} \) such that
\[ f(z) = \sum_{x \in B} b(x, z). \]
Having found \( z^k \), we maximize the function
\[ H(z^k, z) = \sum_{x \in B} b(x, z^k) \log b(x, z) \]  \hspace{1cm} (13.4)

\[ \text{to get } z^{k+1}. \]

We set \( b(z) = b(x, z) \) again. Maximizing \( H(z^k, z) \) is equivalent to minimizing
\[ G(z^k, z) = KL(b(z^k), b(z)) - f(z), \]  \hspace{1cm} (13.5)

where
\[ KL(b(z^k), b(z)) = \sum_{x \in B} KL(b(x, z^k), b(x, z)). \]  \hspace{1cm} (13.6)
As previously, we find that \( \{f(z^k)\} \) is increasing, and \( \{KL(b(z^k), b(z^{k+1}))\} \) converges to zero. Without additional restrictions, we cannot conclude that \( \{f(z^k)\} \) converges to \( f(z^*) \).

13.3 The Stochastic EM Algorithm

In this section we present the standard stochastic formulation of the EM algorithm.
13.3.1 The E-step and M-step

In statistical parameter estimation one typically has an observable random vector \( Y \) taking values in \( \mathbb{R}^N \) that is governed by a probability density function (pdf) or probability function (pf) of the form \( f_Y(y|\theta) \), for some value of the parameter vector \( \theta \in \Theta \), where \( \Theta \) is the set of all legitimate values of \( \theta \). Our observed data consists of one realization \( y \) of \( Y \); we do not exclude the possibility that the entries of \( y \) are independently obtained samples of a common real-valued random variable. The true vector of parameters is to be estimated by maximizing the likelihood function \( L_y(\theta) = f_Y(y|\theta) \) over all \( \theta \in \Theta \) to obtain a maximum likelihood estimate, \( \theta_{ML} \).

To employ the EM algorithmic approach, it is assumed that there is another related random vector \( X \), which we shall call the preferred data, such that, had we been able to obtain one realization \( x \) of \( X \), maximizing the likelihood function \( L_x(\theta) = f_X(x|\theta) \) would have been simpler than maximizing the likelihood function \( L_y(\theta) = f_Y(y|\theta) \). Of course, we do not have a realization \( x \) of \( X \). The basic idea of the EM approach is to estimate \( x \) using conditional expectations and the current estimate of \( \theta \), denoted \( \theta^k \), and to use each estimate \( x^k \) of \( x \) to get the next estimate \( \theta^{k+1} \).

The EM algorithm proceeds in two steps. Having selected the preferred data \( X \), and having found \( \theta^k \), we form the function of \( \theta \) given by the conditional expected value

\[
Q(\theta|\theta^k) = E(\log f_X(x|\theta)|y, \theta^k); \tag{13.7}
\]

this is the E-step of the EM algorithm. Then we maximize \( Q(\theta|\theta^k) \) over all \( \theta \) to get \( \theta^{k+1} \); this is the M-step of the EM algorithm. In this way, the EM algorithm based on \( X \) generates a sequence \( \{\theta^k\} \) of parameter vectors.

For the discrete case of probability functions, we have

\[
Q(\theta|\theta^k) = \sum_x f_{X|Y}(x|y, \theta^k) \log f_X(x|\theta), \tag{13.8}
\]

and for the continuous case of probability density functions we have

\[
Q(\theta|\theta^k) = \int f_{X|Y}(x|y, \theta^k) \log f_X(x|\theta)dx. \tag{13.9}
\]

In decreasing order of importance and difficulty, the goals are these:

- 1. to have the sequence of parameters \( \{\theta^k\} \) converging to \( \theta_{ML} \);
- 2. to have the sequence of functions \( \{f_X(x|\theta^k)\} \) converging to \( f_X(x|\theta_{ML}) \);
- 3. to have the sequence of numbers \( \{L_y(\theta^k)\} \) converging to \( L_y(\theta_{ML}) \);
- 4. to have the sequence of numbers \( \{L_y(\theta^k)\} \) non-decreasing.

Our focus here is mainly on the fourth goal, with some discussion of the third goal. We do present some examples for which all four goals are attained. Clearly, the first goal requires a topology on the set \( \Theta \).
13.3. THE STOCHASTIC EM ALGORITHM

13.3.2 Difficulties with the Conventional Formulation

In [157] we are told that

\[ f_{X|Y}(x|y, \theta) = \frac{f_X(x|\theta)}{f_Y(y|\theta)}. \]  \hspace{1cm} (13.10)

This is false; integrating with respect to \( x \) gives one on the left side and \( 1/f_Y(y|\theta) \) on the right side. Perhaps the equation is not meant to hold for all \( x \), but just for some \( x \). In fact, if there is a function \( h \) such that \( Y = h(X) \), then Equation (13.10) might hold for those \( x \) such that \( h(x) = y \). In fact, this is what happens in the discrete case of probabilities; in that case we do have

\[ f_Y(y|\theta) = \sum_{x \in h^{-1}(y)} f_X(x|\theta), \]  \hspace{1cm} (13.11)

where

\[ h^{-1}\{y\} = \{x|h(x) = y\}. \]

Consequently,

\[ f_{X|Y}(x|y, \theta) = \frac{f_X(x|\theta)}{f_Y(y|\theta)}, \text{ if } x \in h^{-1}\{y\}, \]  \hspace{1cm} (13.12)

and zero, otherwise. However, this modification of Equation (13.10) fails in the continuous case of probability density functions, since \( h^{-1}\{y\} \) is often a subset of zero measure. Even if the set \( h^{-1}\{y\} \) has positive measure, integrating both sides of Equation (13.10) over \( x \in h^{-1}\{y\} \) tells us that \( f_Y(y|\theta) \leq 1 \), which need not hold for probability density functions.

13.3.3 An Incorrect Proof

Everyone who works with the EM algorithm will say that the likelihood is non-decreasing for the EM algorithm. The proof of this fact usually proceeds as follows; we use the notation for the continuous case, but the proof for the discrete case is essentially the same. Use Equation (13.10) to get

\[ \log f_X(x|\theta) = \log f_{X|Y}(x|y, \theta) - \log f_Y(y|\theta). \]  \hspace{1cm} (13.13)

Then replace the term \( \log f_X(x|\theta) \) in Equation (13.9) with the right side of Equation (13.13), obtaining

\[ \log f_Y(y|\theta) - Q(\theta|\theta^k) = - \int f_{X|Y}(x|y, \theta^k) \log f_{X|Y}(x|y, \theta) dx. \]  \hspace{1cm} (13.14)

Jensen’s Inequality tells us that

\[ \int u(x) \log u(x) dx \geq \int u(x) \log v(x) dx, \]  \hspace{1cm} (13.15)
for any probability density functions \( u(x) \) and \( v(x) \). Since \( f_{X|Y}(x|y, \theta) \) is a probability density function, we have

\[
\int f_{X|Y}(x|y, \theta^k) \log f_{X|Y}(x|y, \theta) \, dx \leq \int f_{X|Y}(x|y, \theta^k) \log f_{X|Y}(x|y, \theta^k) \, dx.
\]

(13.16)

We conclude, therefore, that \( \log f_Y(y|\theta) - Q(\theta|\theta^k) \) attains its minimum value at \( \theta = \theta^k \). Then we have

\[
\log f_Y(y|\theta^{k+1}) - \log f_Y(y|\theta^k) \geq Q(\theta^{k+1}|\theta^k) - Q(\theta^k|\theta^k) \geq 0.
\]

(13.17)

This proof is incorrect; clearly it rests on the validity of Equation (13.10), which is generally false. For the discrete case, with \( Y = h(X) \), this proof is valid, when we use Equation (13.12), instead of Equation (13.10). In all other cases, however, the proof is incorrect.

### 13.3.4 Acceptable Data

We turn now to the question of how to repair the incorrect proof. Equation (13.10) should read

\[
f_{X|Y}(x|y, \theta) = f_{X,Y}(x, y|\theta) / f_Y(y|\theta),
\]

(13.18)

for all \( x \). In order to replace \( \log f_X(x|\theta) \) in Equation (13.9) we write

\[
f_{X,Y}(x,y|\theta) = f_{X|Y}(x|y, \theta) f_Y(y|\theta),
\]

(13.19)

and

\[
f_{X,Y}(x,y|\theta) = f_{Y|X}(y|x, \theta) f_X(x|\theta),
\]

(13.20)

so that

\[
\log f_X(x|\theta) = \log f_{X|Y}(x|y, \theta) + \log f_Y(y|\theta) - \log f_{Y|X}(y|x, \theta).
\]

(13.21)

We say that the preferred data is **acceptable** if

\[
f_{Y|X}(y|x, \theta) = f_{Y|X}(y|x);
\]

(13.22)

that is, the dependence of \( Y \) on \( X \) is unrelated to the value of the parameter \( \theta \). This definition provides our generalization of the relationship \( Y = h(X) \).

When \( X \) is acceptable, we have that \( \log f_Y(y|\theta) - Q(\theta|\theta^k) \) again attains its minimum value at \( \theta = \theta^k \). The assertion that the likelihood is non-decreasing then follows, using the same argument as in the previous incorrect proof.
13.4 The Discrete Case

In the discrete case, we assume that \( Y \) is a discrete random vector taking values in a finite or countably infinite set \( A \), and governed by probability \( f_Y(y|\theta) \). We assume, in addition, that there is a second discrete random vector \( X \), taking values in a finite or countably infinite set \( B \), and a function \( h: B \to A \) such that \( Y = h(X) \). We define the set
\[
h^{-1}\{y\} = \{x \in B | h(x) = y\}.
\] (13.23)

Then we have
\[
f_Y(y|\theta) = \sum_{x \in h^{-1}\{y\}} f_X(x|\theta).
\] (13.24)

The conditional probability function for \( X \), given \( Y = y \), is
\[
f_{X|Y}(x|y, \theta) = \frac{f_X(x|\theta)}{f_Y(y|\theta)},
\] (13.25)

for \( x \in h^{-1}\{y\} \), and zero, otherwise. The so-called E-step of the EM algorithm is then to calculate \( Q(\theta|\theta^k) = E((\log f_X(X|\theta)|y, \theta^k) \) where
\[
E((\log f_X(X|\theta)|y, \theta^k) = \sum_{x \in h^{-1}\{y\}} f_{X|Y}(x|y, \theta^k) \log f_X(x|\theta),
\] (13.26)

and the M-step is to maximize \( Q(\theta|\theta^k) \) as a function of \( \theta \) to obtain \( \theta^{k+1} \).

Using Equation (13.25), we can write
\[
Q(\theta|\theta^k) = \sum_{x \in h^{-1}\{y\}} f_{X|Y}(x|y, \theta^k) \log f_{X|Y}(x|y, \theta) + \log f_Y(y|\theta).
\] (13.27)

Therefore,
\[
\log f_Y(y|\theta) - Q(\theta|\theta^k) = - \sum_{x \in h^{-1}\{y\}} f_{X|Y}(x|y, \theta^k) \log f_{X|Y}(x|y, \theta).
\]

Since
\[
\sum_{x \in h^{-1}\{y\}} f_{X|Y}(x|y, \theta^k) = \sum_{x \in h^{-1}\{y\}} f_{X|Y}(x|y, \theta) = 1,
\]

that
\[
- \sum_{x \in h^{-1}\{y\}} f_{X|Y}(x|y, \theta^k) \log f_{X|Y}(x|y, \theta) \geq - \sum_{x \in h^{-1}\{y\}} f_{X|Y}(x|y, \theta^k) \log f_{X|Y}(x|y, \theta^k)
\]

follows from Jensen’s Inequality. Therefore, \( \log f_Y(y|\theta) - Q(\theta|\theta^k) \) attains its minimum at \( \theta = \theta^k \). We have the following result.
Proposition 13.1 The sequence \( \{f_Y(y|\theta^k)\} \) is non-decreasing.

Proof: We have
\[
\log f_Y(y|\theta^{k+1}) - Q(\theta^{k+1}|\theta^k) \geq \log f_Y(y|\theta^k) - Q(\theta^k|\theta^k),
\]
or
\[
\log f_Y(y|\theta^{k+1}) - \log f_Y(y|\theta^k) \geq Q(\theta^{k+1}|\theta^k) - Q(\theta^k|\theta^k) \geq 0.
\]

Let \( \chi_{h^{-1}(y)}(x) \) be the characteristic function of the set \( h^{-1}(y) \), that is,
\[
\chi_{h^{-1}(y)}(x) = \begin{cases} 1, & x \in h^{-1}(y) \\ 0, & \text{otherwise} \end{cases}
\]
for \( x \in h^{-1}(y) \), and zero, otherwise. With the choices \( z = \theta, f(z) = f_Y(y|\theta) \), and \( b(z) = f_X(x|\theta) \chi_{h^{-1}(y)}(x) \), the discrete EM algorithm fits into the framework of the non-stochastic EM algorithm. Consequently, we see once again that the sequence \( \{f_Y(y|\theta^k)\} \) is non-decreasing, and also that the sequence
\[
\{KL(b(z^k), b(z^{k+1}))\} = \{ \sum_{x \in h^{-1}(y)} KL(f_X(x|\theta^k), f_X(x|\theta^{k+1})) \}
\]
converges to zero.

13.5 Missing Data

We say that there is missing data if the preferred data \( X \) has the form \( X = (Y, W) \), so that \( Y = h(X) = h(Y, W) \), where \( h \) is the orthogonal projection onto the first component. The case of missing data for the discrete case is covered by the discussion in Section 13.4, so we consider here the continuous case in which probability density functions are involved.

Once again, the E-step is to calculate \( Q(\theta|\theta^k) \) given by
\[
Q(\theta|\theta^k) = E((\log f_X(X|\theta)|y, \theta^k)).
\]
(13.28)

Since \( X = (Y, W) \), we have
\[
f_X(x|\theta) = f_{Y,W}(y, w|\theta).
\]
(13.29)

Since the set \( h^{-1}(y) \) has measure zero, we cannot write
\[
Q(\theta|\theta^k) = \int_{h^{-1}(y)} f_X(x|y, \theta^k) \log f_X(x|\theta) dx.
\]
Instead, we write
\[
Q(\theta|\theta^k) = \int f_{Y,W}(y, w|\theta^k) \log f_{Y,W}(y, w|\theta) dw / f_Y(y|\theta^k).
\]
(13.30)
Consequently, maximizing \( Q(\theta^{k}) \) is equivalent to maximizing

\[
\int f_{Y,W}(y,w|\theta^{k}) \log f_{Y,W}(y,w|\theta)dw.
\]

With \( b(\theta) = b(\theta,w) = f_{Y,W}(y,w|\theta) \) and

\[
f_{Y}(y|\theta) = \int f_{Y,W}(y,w|\theta)dw = \int b(\theta)dw,
\]

we find that maximizing \( Q(\theta^{k}) \) is equivalent to minimizing \( KL(b(\theta^{k}), b(\theta)) - f(\theta) \). Therefore, the EM algorithm for the case of missing data falls into the framework of the non-stochastic EM algorithm. We conclude that the sequence \( \{f(\theta^{k})\} \) is non-decreasing, and that the sequence \( \{KL(b(\theta^{k}), b(\theta^{k+1}))\} \) converges to zero.

Most other instances of the continuous case in which we have \( Y = h(X) \) can be handled using the missing-data model. For example, suppose that \( Z_{1} \) and \( Z_{2} \) are uniformly distributed on the interval \([0, \theta]\), for some positive \( \theta \), and that \( Y = Z_{1} + Z_{2} \). We may, for example, then take \( W \) to be \( W = Z_{1} - Z_{2} \) and \( X = (Y,W) \) as the preferred data.

### 13.6 The Continuous Case

We turn now to the general continuous case. We have a random vector \( Y \) taking values in \( \mathbb{R}^{J} \) and governed by the probability density function \( f_{Y}(y|\theta) \). The objective, once again, is to maximize the likelihood function \( L_{y}(\theta) = f_{Y}(y|\theta) \) to obtain the maximum likelihood estimate of \( \theta \).

#### 13.6.1 Acceptable Preferred Data

For the continuous case, the vector \( \theta^{k+1} \) is obtained from \( \theta^{k} \) by maximizing the conditional expected value

\[
Q(\theta|\theta^{k}) = E(\log f_{X}(X|y,\theta^{k})) = \int f_{X,Y}(x|y,\theta^{k}) \log f_{X}(x|\theta)dx. \tag{13.31}
\]

Assuming the acceptability condition and using

\[
f_{X,Y}(x,y|\theta^{k}) = f_{X|Y}(x|y,\theta^{k})f_{Y}(y|\theta^{k}),
\]

and

\[
\log f_{X}(x|\theta) = \log f_{X,Y}(x,y|\theta) - \log f_{Y}(y|x),
\]

we find that maximizing \( E(\log f_{X}(x|y,\theta^{k})) \) is equivalent to minimizing

\[
H(\theta^{k}) = \int f_{X,Y}(x,y|\theta^{k}) \log f_{X,Y}(x,y|\theta)dx. \tag{13.32}
\]
With \( f(\theta) = f_Y(y|\theta) \), and \( b(\theta) = f_{X,Y}(x,y|\theta) \), this problem fits the framework of the non-stochastic EM algorithm and is equivalent to minimizing

\[
G(\theta^k, \theta) = KL(b(\theta^k), b(\theta)) - f(\theta).
\]

Once again, we may conclude that the likelihood function is non-decreasing and that the sequence \( \{KL(b(\theta^k), b(\theta^{k+1}))\} \) converges to zero.

In the discrete case in which \( Y = h(X) \) the conditional probability \( f_{Y|X}(y|x, \theta) \) is \( \delta(y - h(x)) \), as a function of \( y \), for given \( x \), and is the characteristic function of the set \( X(y) \), as a function of \( x \), for given \( y \). Therefore, we can write \( f_{X|Y}(x|y, \theta) \) using Equation (13.12). For the continuous case in which \( Y = h(X) \), the pdf \( f_{Y|X}(y|x, \theta) \) is again a delta function of \( y \), for given \( x \); the difficulty arises when we need to view this as a function of \( x \), for given \( y \). The acceptability property helps us avoid this difficulty.

When \( X \) is acceptable, we have

\[
f_{X|Y}(x|y, \theta) = f_{Y|X}(y|x)f_X(x|\theta)/f_Y(y|\theta), \tag{13.33}
\]

whenever \( f_Y(y|\theta) \neq 0 \), and is zero otherwise. Consequently, when \( X \) is acceptable, we have a kernel model for \( f_Y(y|\theta) \) in terms of the \( f_X(x|\theta) \):

\[
f_Y(y|\theta) = \int f_{Y|X}(y|x)f_X(x|\theta)dx; \tag{13.34}
\]

for the continuous case we view this as a corrected version of Equation (13.11). In the discrete case the integral is replaced by a summation, of course, but when we are speaking generally about either case, we shall use the integral sign.

The acceptability of the missing data \( W \) is used in [67], but more for computational convenience and to involve the Kullback-Leibler distance in the formulation of the EM algorithm. It is not necessary that \( W \) be acceptable in order for likelihood to be non-decreasing, as we have seen.

### 13.6.2 Selecting Preferred Data

The popular example of multinomial data given below illustrates well the point that one can often choose to view the observed data as “incomplete” simply in order to introduce “complete” data that makes the calculations simpler, even when there is no suggestion, in the original problem, that the observed data is in any way inadequate or “incomplete”. It is in order to emphasize this desire for simplification that we refer to \( X \) as the preferred data, not the complete data.

In some applications, the preferred data \( X \) arises naturally from the problem, while in other cases the user must imagine preferred data. This choice in selecting the preferred data can be helpful in speeding up the algorithm (see [116]).
If, instead of maximizing
\[ \int f_{X|Y}(x|y, \theta^k) \log f_X(x|\theta) dx, \]
at each M-step, we simply select \( \theta^{k+1} \) so that
\[ \int f_{X|Y}(x|y, \theta^k) \log f_{X,Y}(x,y|\theta^{k+1}) dx - \int f_{X|Y}(x|y, \theta^k) \log f_{X,Y}(x,y|\theta^k) dx > 0, \]
we say that we are using a generalized EM (GEM) algorithm. It is clear from the discussion in the previous subsection that, whenever \( X \) is acceptable, a GEM also guarantees that likelihood is non-decreasing.

### 13.6.3 Preferred Data as Missing Data

As we have seen, when the EM algorithm is applied to the missing-data model, the likelihood is non-decreasing, which suggests that, for an arbitrary preferred data \( X \), we could imagine \( X \) as \( W \), the missing data, and imagine applying the EM algorithm to \( Z = (Y,X) \). This approach would produce an EM sequence of parameter vectors for which likelihood is non-decreasing, but it need not be the same sequence as obtained by applying the EM algorithm to \( X \) directly. It is the same sequence, provided that \( X \) is acceptable. We are not suggesting that applying the EM algorithm to \( Z = (Y,X) \) would simplify calculations.

We know that, when the missing-data model is used and the M-step is defined as maximizing the function in (13.30), the likelihood is not decreasing. It would seem then that, for any choice of preferred data \( X \), we could view this data as missing and take as our complete data the pair \( Z = (Y,X) \), with \( X \) now playing the role of \( W \). Maximizing the function in (13.30) is then equivalent to maximizing
\[ \int f_{X|Y}(x|y, \theta^k) \log f_{X,Y}(x,y|\theta) dx; \] (13.35)
to get \( \theta^{k+1} \). It then follows that \( L(y|\theta^{k+1}) \geq L(y|\theta^k) \). The obvious question is whether or not these two functions given in (13.7) and (13.35) have the same maximizers.

For acceptable \( X \) we have
\[ \log f_{X,Y}(x,y|\theta) = \log f_X(x|\theta) + \log f_{Y|X}(y|x), \] (13.36)
so the two functions given in (13.7) and (13.35) do have the same maximizers. It follows once again that, whenever the preferred data is acceptable, we have \( L(y|\theta^{k+1}) \geq L(y|\theta^k) \). Without additional assumptions, however, we cannot conclude that \( \{\theta^k\} \) converges to \( \theta_{ML} \), nor that \( \{f_{Y|\theta^k}\} \) converges to \( f_Y(y|\theta_{ML}) \).
13.7 EM and the KL Distance

We illustrate the usefulness of acceptability and reformulate the M-step in terms of cross-entropy or Kullback-Leibler distance minimization.

13.7.1 Using Acceptable Data

The assumption that the data \( \mathbf{X} \) is acceptable helps simplify the theoretical discussion of the EM algorithm.

For any preferred \( \mathbf{X} \) the M-step of the EM algorithm, in the continuous case, is to maximize the function

\[
\int f_{X|Y}(x|y, \theta^k) \log f_X(x|\theta) dx,
\]

over \( \theta \in \Theta \); the integral is replaced by a sum in the discrete case. For notational convenience we let

\[
b(\theta^k) = f_{X|Y}(x|y, \theta^k),
\]

(13.38)

and

\[
f(\theta) = f_X(x|\theta);
\]

(13.39)

both functions are functions of the vector variable \( x \). Then the M-step is equivalent to minimizing the Kullback-Leibler or cross-entropy distance

\[
KL(b(\theta^k), f(\theta)) = \int f_{X|Y}(x|y, \theta^k) \log \left( \frac{f_{X|Y}(x|y, \theta^k)}{f_X(x|\theta)} \right) dx
\]

\[
= \int f_{X|Y}(x|y, \theta^k) \log \left( \frac{f_{X|Y}(x|y, \theta^k)}{f_X(x|\theta)} \right) + f_X(x|\theta) - f_{X|Y}(x|y, \theta^k) dx.
\]

(13.40)

This holds since both \( f_X(x|\theta) \) and \( f_{X|Y}(x|y, \theta^k) \) are probability density functions or probabilities.

For acceptable \( \mathbf{X} \) we have

\[
\log f_{X,Y}(x,y|\theta) = \log f_{X|Y}(x|y, \theta) + \log f_Y(y|\theta) =
\]

\[
\log f_{Y|X}(y|x) + \log f_X(x|\theta).
\]

(13.41)

Therefore,

\[
\log f_Y(y|\theta^{k+1}) - \log f_Y(y|\theta) =
\]

\[
KL(b(\theta^k), f(\theta)) - KL(b(\theta^k), f(\theta^{k+1})).
\]
Since $\theta = \theta^{k+1}$ minimizes $KL(b(\theta^k), f(\theta))$, we have that

$$
\log f_Y(y|\theta^{k+1}) - \log f_Y(y|\theta^k) = KL(b(\theta^k), f(\theta^k)) - KL(b(\theta^k), f(\theta^{k+1})) + KL(b(\theta^k), b(\theta^{k+1})) \geq 0. (13.43)
$$

This tells us, again, that the sequence of likelihood values $\{\log f_Y(y|\theta^k)\}$ is increasing, and that the sequence of its negatives, $\{-\log f_Y(y|\theta^k)\}$, is decreasing. Since we assume that there is a maximizer $\theta_{ML}$ of the likelihood, the sequence $\{-\log f_Y(y|\theta^k)\}$ is also bounded below and the sequences $\{KL(b(\theta^k), b(\theta^{k+1}))\}$ and $\{KL(b(\theta^k), f(\theta^k)) - KL(b(\theta^k), f(\theta^{k+1}))\}$ converge to zero.

Without some notion of convergence in the parameter space $\Theta$, we cannot conclude that $\{\theta^k\}$ converges to a maximum likelihood estimate $\theta_{ML}$. Without some additional assumptions, we cannot even conclude that the functions $f(\theta^k)$ converge to $f(\theta_{ML})$.

## 13.8 Finite Mixture Problems

Estimating the combining proportions in probabilistic mixture problems shows that there are meaningful examples of our acceptable-data model, and provides important applications of likelihood maximization.

### 13.8.1 Mixtures

We say that a random vector $V$ taking values in $\mathbb{R}^D$ is a finite mixture (see [110, 176]) if there are probability density functions or probabilities $f_j$ and numbers $\theta_j \geq 0$, for $j = 1, \ldots, J$, such that the probability density function or probability function for $V$ has the form

$$
f_V(v|\theta) = \sum_{j=1}^J \theta_j f_j(v), \tag{13.44}
$$

for some choice of the $\theta_j \geq 0$ with $\sum_{j=1}^J \theta_j = 1$. As previously, we shall assume, without loss of generality, that $D = 1$.

### 13.8.2 The Likelihood Function

The data are $N$ realizations of the random variable $V$, denoted $v_n$, for $n = 1, \ldots, N$, and the given data is the vector $y = (v_1, \ldots, v_N)$. The column vector...
$\theta = (\theta_1, \ldots, \theta_J)^T$ is the generic parameter vector of mixture combining proportions. The likelihood function is

$$L_y(\theta) = \prod_{n=1}^{N} \left( \theta_1 f_1(v_n) + \cdots + \theta_J f_J(v_n) \right).$$

Then the log likelihood function is

$$LL_y(\theta) = \sum_{n=1}^{N} \log \left( \theta_1 f_1(v_n) + \cdots + \theta_J f_J(v_n) \right).$$

With $u$ the column vector with entries $u_n = 1/N$, and $P$ the matrix with entries $P_{nj} = f_j(v_n)$, we define

$$s_j = \sum_{n=1}^{N} P_{nj} = \sum_{n=1}^{N} f_j(v_n).$$

Maximizing $LL_y(\theta)$ is equivalent to minimizing

$$F(\theta) = KL(u, P\theta) + \sum_{j=1}^{J} (1 - s_j) \theta_j.$$  

13.8.3 A Motivating Illustration

To motivate such mixture problems, we imagine that each data value is generated by first selecting one value of $j$, with probability $\theta_j$, and then selecting a realization of a random variable governed by $f_j(v)$. For example, there could be $J$ bowls of colored marbles, and we randomly select a bowl, and then randomly select a marble within the selected bowl. For each $n$ the number $v_n$ is the numerical code for the color of the $n$th marble drawn. In this illustration we are using a mixture of probability functions, but we could have used probability density functions.

13.8.4 The Acceptable Data

We approach the mixture problem by creating acceptable data. We imagine that we could have obtained $x_n = j_n$, for $n = 1, \ldots, N$, where the selection of $v_n$ is governed by the function $f_{j_n}(v)$. In the bowls example, $j_n$ is the number of the bowl from which the $n$th marble is drawn. The acceptable-data random vector is $X = (X_1, \ldots, X_N)$, where the $X_n$ are independent random variables taking values in the set $\{j = 1, \ldots, J\}$. The value $j_n$ is one realization of $X_n$. Since our objective is to estimate the true $\theta_j$, the values $v_n$ are now irrelevant. Our ML estimate of the true $\theta_j$ is simply the
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proportion of times \( j = j_n \). Given a realization \( x \) of \( X \), the conditional 
pdf or pf of \( Y \) does not involve the mixing proportions, so \( X \) is acceptable. 
Notice also that it is not possible to calculate the entries of \( y \) from those 
of \( x \); the model \( Y = h(X) \) does not hold.

13.8.5 The Mix-EM Algorithm

Using this acceptable data, we derive the EM algorithm, which we call the 
Mix-EM algorithm.

With \( N_j \) denoting the number of times the value \( j \) occurs as an entry 
of \( x \), the likelihood function for \( X \) is

\[
L_x(\theta) = f_X(x|\theta) = \prod_{j=1}^{J} \theta_j^{N_j},
\]

(13.47)

and the log likelihood is

\[
LL_x(\theta) = \log L_x(\theta) = \sum_{j=1}^{J} N_j \log \theta_j.
\]

(13.48)

Then

\[
E(\log L_x(\theta)|y, \theta^k) = \sum_{j=1}^{J} E(N_j|y, \theta^k) \log \theta_j.
\]

(13.49)

To simplify the calculations in the E-step we rewrite \( LL_x(\theta) \) as

\[
LL_x(\theta) = \sum_{n=1}^{N} \sum_{j=1}^{J} X_{nj} \log \theta_j,
\]

(13.50)

where \( X_{nj} = 1 \) if \( j = j_n \) and zero otherwise. Then we have

\[
E(X_{nj}|y, \theta^k) = \text{prob} (X_{nj} = 1|y, \theta^k) = \frac{\theta_j^k f_j(v_n)}{f(v_n|\theta^k)}.
\]

(13.51)

The function \( E(LL_x(\theta)|y, \theta^k) \) becomes

\[
E(LL_x(\theta)|y, \theta^k) = \sum_{n=1}^{N} \sum_{j=1}^{J} \theta_j^k f_j(v_n) \log \theta_j.
\]

(13.52)

Maximizing with respect to \( \theta \), we get the iterative step of the Mix-EM 
algorithm:

\[
\theta_j^{k+1} = \frac{1}{N} \theta_j^k \sum_{n=1}^{N} \frac{f_j(v_n)}{f(v_n|\theta^k)}.
\]

(13.53)
We know from our previous discussions that, since the preferred data \(X\) is acceptable, likelihood is non-decreasing for this algorithm. We shall go further now, and show that the sequence of probability vectors \(\{\theta^k\}\) converges to a maximizer of the likelihood.

### 13.8.6 Convergence of the Mix-EM Algorithm

As we noted earlier, maximizing the likelihood in the mixture case is equivalent to minimizing

\[
F(\theta) = KL(u, P\theta) + \sum_{j=1}^{J} (1 - s_j)\theta_j,
\]

over probability vectors \(\theta\). It is easily shown that, if \(\hat{\theta}\) minimizes \(F(\theta)\) over all non-negative vectors \(\theta\), then \(\hat{\theta}\) is a probability vector. Therefore, we can obtain the maximum likelihood estimate of \(\theta\) by minimizing \(F(\theta)\) over non-negative vectors \(\theta\).

The following theorem is found in [55].

**Theorem 13.1** Let \(u\) be any positive vector, \(P\) any non-negative matrix with \(s_j > 0\) for each \(j\), and

\[
F(\theta) = KL(u, P\theta) + \sum_{j=1}^{J} \beta_j KL(\gamma_j, \theta_j).
\]

If \(s_j + \beta_j > 0\), \(\alpha_j = s_j/(s_j + \beta_j)\), and \(\beta_j \gamma_j \geq 0\), for all \(j\), then the iterative sequence given by

\[
\theta_{j}^{k+1} = \alpha_j s_j^{-1}\theta_j^k \left( \sum_{n=1}^{N} P_{n,j} \frac{u_n}{(P\theta)^n} \right) + (1 - \alpha_j)\gamma_j
\]  \hspace{1cm} (13.54)

converges to a non-negative minimizer of \(F(\theta)\).

With the choices \(u_n = 1/N\), \(\gamma_j = 0\), and \(\beta_j = 1 - s_j\), the iteration in Equation (13.54) becomes that of the Mix-EM algorithm. Therefore, the sequence \(\{\theta^k\}\) converges to the maximum likelihood estimate of the mixing proportions.
14.1 Overview

Geometric Programming (GP) involves the minimization of functions of a special type, known as posynomials. The first systematic treatment of geometric programming appeared in the book [104], by Duffin, Peterson and Zener, the founders of geometric programming. As we shall see, the Generalized Arithmetic-Geometric Mean Inequality plays an important role in the theoretical treatment of geometric programming, particularly in the development of the dual GP (DGP) problem. The MART is then used to solve the DGP.

Although geometric programming is a fairly specialized topic, a detailed discussion of the GP problem is quite helpful in revealing new uses of familiar topics such as the Arithmetic-Geometric Mean Inequality, while introducing new themes, such as duality, primal and dual problems, and iterative computation, that play important roles in iterative optimization.

14.2 An Example of a GP Problem

The following optimization problem was presented originally by Duffin, et al. [104] and discussed by Peressini et al. in [175]. It illustrates well the type of problem considered in geometric programming. Suppose that 400 cubic yards of gravel must be ferried across a river in an open box of length $t_1$, width $t_2$ and height $t_3$. Each round-trip cost ten cents. The sides and the bottom of the box cost 10 dollars per square yard to build, while the ends of the box cost twenty dollars per square yard. The box will have no
salvage value after it has been used. Determine the dimensions of the box that minimize the total cost.

With \( t = (t_1, t_2, t_3) \), the cost function is

\[
g(t) = \frac{40}{t_1 t_2 t_3} + 20t_1 t_3 + 10t_1 t_2 + 40t_2 t_3,
\]

which is to be minimized over \( t_j > 0, \) for \( j = 1, 2, 3 \). The function \( g(t) \) is an example of a posynomial.

### 14.3 The Generalized AGM Inequality

The generalized arithmetic-geometric mean inequality will play a prominent role in solving the GP problem.

Suppose that \( x_1, ..., x_N \) are positive numbers. Let \( a_1, ..., a_N \) be positive numbers that sum to one. Then the Generalized AGM Inequality (GAGM Inequality) is

\[
x_1^{a_1} x_2^{a_2} \cdots x_N^{a_N} \leq a_1 x_1 + a_2 x_2 + \cdots + a_N x_N,
\]

with equality if and only if \( x_1 = x_2 = \cdots = x_N \). We can prove this using the convexity of the function \(-\log x\).

A function \( f(x) \) is said to be convex over an interval \((a, b)\) if

\[
f(a_1 t_1 + a_2 t_2 + \cdots + a_N t_N) \leq a_1 f(t_1) + a_2 f(t_2) + \cdots + a_N f(t_N),
\]

for all positive integers \( N \), all \( a_n \) as above, and all real numbers \( t_n \) in \((a, b)\). If the function \( f(x) \) is twice differentiable on \((a, b)\), then \( f(x) \) is convex over \((a, b)\) if and only if the second derivative of \( f(x) \) is non-negative on \((a, b)\). For example, the function \( f(x) = -\log x \) is convex on the positive \( x\)-axis. The GAGM Inequality follows immediately.

### 14.4 Posynomials and the GP Problem

Functions \( g(t) \) of the form

\[
g(t) = \sum_{i=1}^{n} c_i \left( \prod_{j=1}^{m} t_j^{a_{ij}} \right),
\]

with \( t = (t_1, ..., t_m) \), the \( t_j > 0, c_i > 0 \) and \( a_{ij} \) real, are called posynomials. The geometric programming problem, denoted (GP), is to minimize a given posynomial over positive \( t \). In order for the minimum to be greater than zero, we need some of the \( a_{ij} \) to be negative.
We denote by $u_i(t)$ the function
\[ u_i(t) = c_i \prod_{j=1}^{m} t_{a_{ij}}^{a_{ij}} , \tag{14.4} \]
so that
\[ g(t) = \sum_{i=1}^{n} u_i(t). \tag{14.5} \]
For any choice of $\delta_i > 0, i = 1, ..., n$, with
\[ \sum_{i=1}^{n} \delta_i = 1, \]
we have
\[ g(t) = \sum_{i=1}^{n} \delta_i \left( \frac{u_i(t)}{\delta_i} \right). \tag{14.6} \]
Applying the Generalized Arithmetic-Geometric Mean (GAGM) Inequality, we have
\[ g(t) \geq \prod_{i=1}^{n} \left( \frac{u_i(t)}{\delta_i} \right)^{\delta_i} . \tag{14.7} \]
Therefore,
\[ g(t) \geq \prod_{i=1}^{n} \left( \frac{c_i}{\delta_i} \right)^{\delta_i} \left( \prod_{i=1}^{n} \prod_{j=1}^{m} t_{a_{ij}}^{a_{ij}} \right), \tag{14.8} \]
or
\[ g(t) \geq \prod_{i=1}^{n} \left( \frac{c_i}{\delta_i} \right)^{\delta_i} \left( \prod_{j=1}^{m} \prod_{i=1}^{n} a_{ij} \delta_i \right), \tag{14.9} \]
Suppose that we can find $\delta_i > 0$ with
\[ \sum_{i=1}^{n} a_{ij} \delta_i = 0, \tag{14.10} \]
for each $j$. Then the inequality in (14.9) becomes
\[ g(t) \geq v(\delta), \tag{14.11} \]
for
\[ v(\delta) = \prod_{i=1}^{n} \left( \frac{c_i}{\delta_i} \right)^{\delta_i} . \tag{14.12} \]
14.5 The Dual GP Problem

The dual geometric programming problem, denoted (DGP), is to maximize the function $v(\delta)$, over all feasible $\delta = (\delta_1, ..., \delta_n)$, that is, all positive $\delta$ for which

$$\sum_{i=1}^{n} \delta_i = 1,$$  \hspace{1cm} (14.13)

and

$$\sum_{i=1}^{n} a_{ij} \delta_i = 0,$$  \hspace{1cm} (14.14)

for each $j = 1, ..., m$. Clearly, we have

$$g(t) \geq v(\delta),$$  \hspace{1cm} (14.15)

for any positive $t$ and feasible $\delta$. Of course, there may be no feasible $\delta$, in which case (DGP) is said to be inconsistent.

As we have seen, the inequality in (14.15) is based on the GAGM Inequality. We have equality in the GAGM Inequality if and only if the terms in the arithmetic mean are all equal. In this case, this says that there is a constant $\lambda$ such that

$$\frac{u_i(t)}{\delta_i} = \lambda,$$  \hspace{1cm} (14.16)

for each $i = 1, ..., n$. Using the fact that the $\delta_i$ sum to one, it follows that

$$\lambda = \sum_{i=1}^{n} u_i(t) = g(t),$$  \hspace{1cm} (14.17)

and

$$\delta_i = \frac{u_i(t)}{g(t)},$$  \hspace{1cm} (14.18)

for each $i = 1, ..., n$. As the theorem below asserts, if $t^*$ is positive and minimizes $g(t)$, then $\delta^*$, the associated $\delta$ from Equation (14.18), is feasible and solves (DGP). Since we have equality in the GAGM Inequality now, we have

$$g(t^*) = v(\delta^*).$$

The main theorem in geometric programming is the following.
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Theorem 14.1 If $t^* > 0$ minimizes $g(t)$, then (DGP) is consistent. In addition, the choice

$$\delta_i^* = \frac{u_i(t^*)}{g(t^*)} \quad (14.19)$$

is feasible and solves (DGP). Finally,

$$g(t^*) = v(\delta^*); \quad (14.20)$$

that is, there is no duality gap.

Proof: We have

$$\frac{\partial u_i}{\partial t_j}(t^*) = \frac{a_{ij}u_i(t^*)}{t^*_j}, \quad (14.21)$$

so that

$$t^*_j \frac{\partial u_i}{\partial t_j}(t^*) = a_{ij}u_i(t^*), \quad (14.22)$$

for each $j = 1, \ldots, m$. Since $t^*$ minimizes $g(t)$, we have

$$0 = \frac{\partial g}{\partial t_j}(t^*) = \sum_{i=1}^{n} \frac{\partial u_i}{\partial t_j}(t^*), \quad (14.23)$$

so that, from Equation (14.22), we have

$$0 = \sum_{i=1}^{n} a_{ij}u_i(t^*), \quad (14.24)$$

for each $j = 1, \ldots, m$. It follows that $\delta^*$ is feasible. Since we have equality in the GAGM Inequality, we know

$$g(t^*) = v(\delta^*). \quad (14.25)$$

Therefore, $\delta^*$ solves (DGP). This completes the proof. ☐

14.6 Solving the GP Problem

The theorem suggests how we might go about solving (GP). First, we try to find a feasible $\delta^*$ that maximizes $v(\delta)$. This means we have to find a positive solution to the system of $m + 1$ linear equations in $n$ unknowns, given by

$$\sum_{i=1}^{n} \delta_i = 1, \quad (14.26)$$
and

$$\sum_{i=1}^{n} a_{ij} \delta_i = 0,$$

(14.27)

for \( j = 1, ..., m \), such that \( v(\delta) \) is maximized. As we shall see, the multiplicative algebraic reconstruction technique (MART) is an iterative procedure that we can use to find such \( \delta \). If there is no such vector, then (GP) has no minimizer. Once the desired \( \delta^* \) has been found, we set

$$\delta_i^* = \frac{u_i(t^*)}{v(\delta^*)},$$

(14.28)

for each \( i = 1, ..., n \), and then solve for the entries of \( t^* \). This last step can be simplified by taking logs; then we have a system of linear equations to solve for the values \( \log t_j^* \).

### 14.7 Solving the DGP Problem

The iterative multiplicative algebraic reconstruction technique MART can be used to minimize the function \( v(\delta) \), subject to linear equality constraints, provided that the matrix involved has nonnegative entries. We cannot apply the MART yet, because the matrix \( A^T \) does not satisfy these conditions.

#### 14.7.1 The MART

The MART is an iterative algorithm for finding a non-negative solution of the system \( Px = y \), for an \( I \) by \( J \) matrix \( P \) with non-negative entries and vector \( y \) with positive entries. We also assume that

$$p_j = \sum_{i=1}^{I} P_{ij} > 0,$$

for all \( i = 1, ..., I \). When discussing the MART, we say that the system \( Px = y \) is consistent when it has non-negative solutions. We consider two different versions of the MART.

**MART I**

The iterative step of the first version of MART, which we shall call MART I, is the following: for \( k = 0, 1, ..., \) and \( i = k(\text{mod} I) + 1 \), let

$$x_j^{k+1} = x_j^k \left( \frac{y_i}{(P^k x_j)_i} \right)^{P_{ix_j/m_i}},$$
for \( j = 1, \ldots, J \), where the parameter \( m_i \) is defined to be

\[
m_i = \max\{P_{ij} | j = 1, \ldots, J\}.
\]

The MART I algorithm converges, in the consistent case, to the non-negative solution for which the KL distance \( KL(x, x^0) \) is minimized.

**MART II**

The iterative step of the second version of MART, which we shall call MART II, is the following: for \( k = 0, 1, \ldots, \) and \( i = k(\text{mod} \ I) + 1 \), let

\[
x_{j}^{k+1} = x_{j}^{k}\left(\frac{y_{i}}{(P^{k})_{i}}\right)^{p_{ij}/p_{j}n_{i}},
\]

for \( j = 1, \ldots, J \), where the parameter \( n_i \) is defined to be

\[
n_i = \max\{P_{ij}p_{j}^{-1} | j = 1, \ldots, J\}.
\]

The MART II algorithm converges, in the consistent case, to the non-negative solution for which the KL distance

\[
\sum_{j=1}^{J} p_{j}KL(x_{j}, x_{j}^{0})
\]

is minimized.

### 14.7.2 Using the MART to Solve the DGP Problem

Let the \((n+1)\) by \(m\) matrix \(A^T\) have the entries \(A_{ji} = a_{ij}\), for \( j = 1, \ldots, m \) and \( i = 1, \ldots, n \), and \( A_{(m+1),i} = 1 \). Let \( u \) be the column vector with entries \( u_{j} = 0 \), for \( j = 1, \ldots, m \), and \( u_{m+1} = 1 \).

The entries on the bottom row of \(A^T\) are all one, as is the bottom entry of the column vector \(u\), since these entries correspond to the equation \( \sum_{i=1}^{l} \delta_{i} = 1 \). By adding suitably large positive multiples of this last equation to the other equations in the system, we obtain an equivalent system, \( B^T \delta = s \), for which the new matrix \(B^T\) and the new vector \(s\) have only positive entries. Now we can apply the MART I algorithm to the system \(B^T \delta = s\), letting \( P = B^T \), \( p_{i} = \sum_{j=1}^{J+1} B_{ij} \), \( \delta = x \), \( x^0 = c \) and \( y = s \).

In the consistent case, the MART I algorithm will find the non-negative solution that minimizes \( KL(x, x^0) \), so we select \( x^0 = c \). Then the MART I algorithm finds the non-negative \( \delta^* \) satisfying \( B^T \delta^* = s \), or, equivalently, \( A^T \delta^* = u \), for which the KL distance

\[
KL(\delta, c) = \sum_{i=1}^{l} \left( \delta_{i} \log \frac{\delta_{i}}{c_{i}} + c_{i} - \delta_{i} \right)
\]
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is minimized. Since we know that
\[ \sum_{i=1}^{I} \delta_i = 1, \]
it follows that minimizing \( KL(\delta, c) \) is equivalent to maximizing \( v(\delta) \). Using \( \delta^* \), we find the optimal \( t^* \) solving the GP problem.

For example, the linear system of equations \( A^T \delta = u \) corresponding to the posynomial in Equation (14.1) is
\[
A^T \delta = u = \begin{bmatrix}
-1 & 1 & 1 & 0 \\
-1 & 0 & 1 & 1 \\
-1 & 1 & 0 & 1 \\
1 & 1 & 1 & 1
\end{bmatrix}
\begin{bmatrix}
\delta_1 \\
\delta_2 \\
\delta_3 \\
\delta_4
\end{bmatrix}
= \begin{bmatrix}
0 \\
0 \\
0 \\
1
\end{bmatrix}.
\]

Adding two times the last row to the other rows, the system becomes
\[
B^T \delta = s = \begin{bmatrix}
1 & 3 & 3 & 2 \\
1 & 2 & 3 & 3 \\
1 & 3 & 2 & 3 \\
1 & 1 & 1 & 1
\end{bmatrix}
\begin{bmatrix}
\delta_1 \\
\delta_2 \\
\delta_3 \\
\delta_4
\end{bmatrix}
= \begin{bmatrix}
2 \\
2 \\
2 \\
1
\end{bmatrix}.
\]

The matrix \( B^T \) and the vector \( s \) are now positive. We are ready to apply the MART.

The MART iteration is as follows. With \( j = k \mod (J + 1) + 1 \), \( m_j = \max \{ B_{ij} | i = 1, 2, \ldots, I \} \) and \( k = 0, 1, \ldots, \), let
\[
\delta_i^{k+1} = \delta_i^k \left( \frac{s_j}{(B^T \delta^k)_j} \right) m_i^{-1} B_{ij}.
\]

The optimal \( \delta^* \) is \( \delta^* = (1, .2, .2, .2)^T \), the optimal \( t^* \) is \( t^* = (2, 1, .5) \), and the lowest cost is one hundred dollars.

14.8 Constrained Geometric Programming

Consider now the following variant of the problem of transporting the gravel across the river. Suppose that the bottom and the two sides will be constructed for free from scrap metal, but only four square yards are available. The cost function to be minimized becomes
\[
g_0(t) = \frac{40}{t_1 t_2 t_3} + 40 t_2 t_3, \quad (14.29)
\]
and the constraint is
\[
g_1(t) = \frac{t_1 t_3}{2} + \frac{t_1 t_2}{4} \leq 1. \quad (14.30)
\]
With $\delta_1 > 0$, $\delta_2 > 0$, and $\delta_1 + \delta_2 = 1$, we write
\[
g_0(t) = \delta_1 \frac{40}{\delta_1 t_1 t_2 t_3} + \delta_2 \frac{40 t_2 t_3}{\delta_2}.
\] (14.31)

Since $0 \leq g_1(t) \leq 1$, we have
\[
g_0(t) \geq \delta_1 \frac{40}{\delta_1 t_1 t_2 t_3} + \delta_2 \frac{40 t_2 t_3}{\delta_2} (g_1(t))^\lambda,
\] (14.32)
for any positive $\lambda$. The GAGM Inequality then tells us that
\[
g_0(t) \geq \delta_1 \frac{40}{\delta_1 t_1 t_2 t_3} + \delta_2 \frac{40 t_2 t_3}{\delta_2} (g_1(t))^\lambda,
\] so that
\[
g_0(t) \geq \left( \delta_1 \frac{40}{\delta_1 t_1 t_2 t_3} + \delta_2 \frac{40 t_2 t_3}{\delta_2} \right) (g_1(t))^\lambda.
\] (14.33)

From the GAGM Inequality, we also know that, for $\delta_3 > 0$, $\delta_4 > 0$ and $\lambda = \delta_3 + \delta_4$,
\[
(g_1(t)) \geq \left( \frac{1}{2\delta_3} \right)^{\delta_3} \left( \frac{1}{4\delta_4} \right)^{\delta_4} t_3^{\delta_3 + \delta_4} t_2^{\delta_3 + \delta_4}.
\] (14.35)

Combining the inequalities in (14.34) and (14.35), we obtain
\[
g_0(t) \geq v(\delta) t_1^{\delta_1 + \delta_3 + \delta_4} t_2^{\delta_2 + \delta_3 + \delta_4} t_3^{\delta_3 + \delta_4},
\] (14.36)
with
\[
v(\delta) = \left( \frac{40}{\delta_1} \right)^{\delta_1} \left( \frac{40}{\delta_2} \right)^{\delta_2} \left( \frac{1}{2\delta_3} \right)^{\delta_3} \left( \frac{1}{4\delta_4} \right)^{\delta_4} (\delta_3 + \delta_4)^{\delta_3 + \delta_4},
\] (14.37)
and $\delta = (\delta_1, \delta_2, \delta_3, \delta_4)$. If we can find a positive vector $\delta$ with
\[
\delta_1 + \delta_2 = 1,
\]
\[
\delta_3 + \delta_4 = \lambda,
\]
\[
-\delta_1 + \delta_3 + \delta_4 = 0,
\]
\[
-\delta_1 + \delta_2 + \delta_4 = 0
\]
\[
-\delta_1 + \delta_2 + \delta_3 = 0,
\] (14.38)
then
\[ g_0(t) \geq v(\delta). \]  
(14.39)

In this particular case, there is a unique positive \( \delta \) satisfying the equations (14.38), namely

\[ \delta_1^* = \frac{2}{3}, \delta_2^* = \frac{1}{3}, \delta_3^* = \frac{1}{3}, \text{ and } \delta_4^* = \frac{1}{3}, \]  
(14.40)

and

\[ v(\delta^*) = 60. \]  
(14.41)

Therefore, \( g_0(t) \) is bounded below by 60. If there is \( t^* \) such that

\[ g_0(t^*) = 60, \]  
(14.42)

then we must have

\[ g_1(t^*) = 1, \]  
(14.43)

and equality in the GAGM Inequality. Consequently,

\[ \frac{3}{2} \frac{40}{t_1^* t_2^* t_3^*} = 3(40t_2^* t_3^*) = 60, \]  
(14.44)

and

\[ \frac{3}{2} t_1^* t_3^* = \frac{3}{4} t_1^* t_2^* = K. \]  
(14.45)

Since \( g_1(t^*) = 1 \), we must have \( K = \frac{3}{2} \). We solve these equations by taking logarithms, to obtain the solution

\[ t_1^* = 2, \ t_2^* = 1, \text{ and } t_3^* = \frac{1}{2}. \]  
(14.46)

The change of variables \( t_j = e^{x_j} \) converts the constrained (GP) problem into a constrained convex programming problem. The theory of the constrained (GP) problem can then be obtained as a consequence of the theory for the convex programming problem.

See [27] for a discussion of the use of constrained GP to find the Perron-Frobenius eigenvalue of a positive matrix.

### 14.9 Exercises

**Ex. 14.1** Show that there is no solution to the problem of minimizing the function

\[ g(t_1, t_2) = \frac{2}{t_1 t_2} + t_1 t_2 + t_1, \]  
(14.47)

over \( t_1 > 0, \ t_2 > 0 \).
Ex. 14.2 Minimize the function

\[ g(t_1, t_2) = \frac{1}{t_1 t_2} + t_1 t_2 + t_1 + t_2, \]  

over \( t_1 > 0, t_2 > 0 \). This will require some iterative numerical method for solving equations.

Ex. 14.3 Program the MART algorithm and use it to verify the assertions made previously concerning the solutions of the two numerical examples.
Chapter 15

Variational Inequality Problems and Algorithms

15.1 Monotone Functions

Variational inequality problems (VIP) generalize the problem of minimizing a convex function over a closed convex set. Saddle-point problems can be reformulated as variational inequality problems (VIP) for monotone functions, and iterative algorithms used for their solution. Throughout this chapter the norm is the Euclidean norm. We begin with some definitions.

A function \( f : \mathbb{R}^J \rightarrow [-\infty, +\infty] \) is proper if there is no \( x \) with \( f(x) = -\infty \) and some \( x \) with \( f(x) < +\infty \). The effective domain of \( f \), denoted \( \text{dom}(f) \), is the set of all \( x \) for which \( f(x) \) is finite. If \( f \) is a proper convex function on \( \mathbb{R}^J \), then the sub-differential \( \partial f(x) \), defined to be the set

\[
\partial f(x) = \{ u | f(z) \geq f(x) + \langle u, z - x \rangle \text{ for all } z \},
\]

is a closed convex set, and nonempty for every \( x \) in the interior of \( \text{dom}(f) \). This is a consequence of applying the Support Theorem to the epi-graph of \( f \). We say that \( f \) is differentiable at \( x \) if \( \partial f(x) \) is a singleton set, in which case we have \( \partial f(x) = \{ \nabla f(x) \} \).

**Definition 15.1** An operator \( T : \mathbb{R}^J \rightarrow \mathbb{R}^J \) is monotone if

\[
\langle Tx - Ty, x - y \rangle \geq 0,
\]

for all \( x \) and \( y \).

**Definition 15.2** An operator \( T : \mathbb{R}^J \rightarrow \mathbb{R}^J \) is strongly monotone if

\[
\langle Tx - Ty, x - y \rangle \geq \nu \| x - y \|^2,
\]

for all \( x \) and \( y \).
As we saw previously, an operator \( G : \mathbb{R}^J \to \mathbb{R}^J \) is \( \nu \)-inverse strongly monotone (\( \nu \)-ism) if
\[
\langle Gx - Gy, x - y \rangle \geq \nu \|Gx - Gy\|^2,
\]
for all \( x \) and \( y \).

Let \( f : \mathbb{R}^J \to \mathbb{R} \) be convex and differentiable. Then the operator
\( T = \nabla f \) is monotone. If \( f(x) \) is convex, but not differentiable, then
\( B(x) = \partial f(x) \) is a monotone set-valued function; we shall discuss set-valued functions in Chapter 16. Not all monotone operators are gradient operators, as Exercise 15.1 will show. In fact, if \( A \) is a non-zero, skew-symmetric matrix, then \( Tx = Ax \) is a monotone operator, but is not a gradient operator.

It is easy to see that if \( N \) is ne, then \( I - N \) is monotone.

**Definition 15.3** An operator \( G : \mathbb{R}^J \to \mathbb{R}^J \) is weakly \( \nu \)-inverse strongly monotone if
\[
\langle Gx, x - y \rangle \geq \nu \|Gx\|^2, \tag{15.2}
\]
whenever \( Gy = 0 \).

### 15.2 The Split-Feasibility Problem

The split-feasibility problem (SFP) is the following: find \( x \) in \( C \) with \( Ax \) in \( Q \), where \( A \) is an \( I \times J \) matrix, and \( C \) and \( Q \) nonempty, closed convex sets in \( \mathbb{R}^J \) and \( \mathbb{R}^I \), respectively. The CQ algorithm \([57, 58]\) has the iterative step
\[
x^{k+1} = P_C(I - \gamma A^T(I - P_Q)A)x^k. \tag{15.3}
\]
For \( 0 < \gamma < \frac{2}{\rho(A^TA)} \), the sequence \( \{x^k\} \) converges to a minimizer, over \( x \) in \( C \), of the convex function
\[
f(x) = \frac{1}{2}\|P_QAx - Ax\|^2,
\]
whenever such minimizers exist. From Theorem 8.1 we know that the gradient of \( f(x) \) is
\[
\nabla f(x) = A^T(I - P_Q)Ax,
\]
so the iteration in Equation (15.3) can be written as
\[
x^{k+1} = P_C(I - \gamma \nabla f)x^k. \tag{15.4}
\]
The limit \( x^* \) of the sequence \( \{x^k\} \) satisfies the inequality
\[
\langle \nabla f(x^*), c - x^* \rangle \geq 0, \tag{15.5}
\]
for all \( c \) in \( C \).
15.3 The Variational Inequality Problem

Now let $G$ be any monotone operator on $\mathbb{R}^J$. The *variational inequality problem* (VIP), with respect to $G$ and $C$, denoted VIP$(G,C)$, is to find an $x^*$ in $C$ such that

$$\langle Gx^*, c - x^* \rangle \geq 0,$$

for all $c$ in $C$. The form of the CQ algorithm suggests that we consider solving the VIP$(G,C)$ using the following iterative scheme:

$$x^{k+1} = PC(I - \gamma G)x^k. \tag{15.6}$$

The sequence $\{x^k\}$ solves the VIP$(G,C)$ whenever there are solutions, if $G$ is $\nu$-ism and $0 < \gamma < 2\nu$; this is sometimes called Dolidze’s Theorem, and is proven in [58] (see also [124]). A good source for related algorithms is the paper by Censor, Iusem and Zenios [83].

In [83] the authors mention that if $G$ is strongly monotone and $L$-Lipschitz, then the iteration in Equation (15.6) converges to a solution of VIP$(G,C)$ whenever $\gamma \in (0, 2\nu/L^2)$. Then we have a strict contraction mapping, a fixed point necessarily exists, and the result follows. But under these conditions, $I - \gamma G$ is also averaged, so the result, except for the existence of fixed points, follows from Dolidze’s Theorem. When $G$ is not ism, there are other iterative algorithms that can be used; for example, Korpelevich’s algorithm [141] has been studied extensively. We discuss this method in the next section.

15.4 Korpelevich’s Method for the VIP

An operator $T$ on $\mathbb{R}^J$ is *pseudo-monotone* if

$$\langle Ty, x - y \rangle \geq 0$$

implies

$$\langle Tx, x - y \rangle \geq 0.$$  

Any monotone operator is pseudo-monotone.

Suppose now that $G$ is $L$-Lipschitz and pseudo-monotone, but not necessarily ism. Let $\gamma L < 1$, and $S = \gamma G$. Korpelevich’s algorithm is then

$$x^{k+1} = PC(x^k - Sy^k), \tag{15.7}$$

where

$$y^k = PC(x^k - Sx^k). \tag{15.8}$$

The sequence $\{x^k\}$ converges to a solution of VIP$(G,C)$ whenever there are solutions [141, 79].
15.4.1 The Special Case of $C = \mathbb{R}^J$

In the special case of the VIP($G, C$) in which $C = \mathbb{R}^J$ and $P_C = I$, Korpelevich’s algorithm employs the iterative steps

$$x^{k+1} = x^k - S y^k,$$

(15.9)

where

$$y^k = x^k - S x^k.$$  

(15.10)

Then we have

$$x^{k+1} = (I - S(I - S)) x^k.$$  

(15.11)

If the operator $S(I - S)$ is $\nu$-ism for some $\nu > \frac{1}{2}$, then the sequence $\{x^k\}$ converges to a solution of VIP($G, \mathbb{R}^J$) whenever there are solutions, according to the KM Theorem. Note that $z$ solves the VIP($G, \mathbb{R}^J$) if and only if $0 \in \partial G(z)$. The KM Theorem is valid whenever $G$ is weakly $\nu$-ism for some $\nu > \frac{1}{2}$. Therefore, we get convergence of this special case of the Korpelevich iteration by showing that the operator $S(I - S)$ is weakly $\frac{1}{1+\sigma}$-ism, where $\sigma = \gamma L < 1$.

Our assumptions are that $T = I - S(I - S)$, $S$ is pseudo-monotone and $\sigma$-Lipschitz, for some $\sigma < 1$, and $Tz = z$. It follows then that $S(I-S)z = 0$. From

$$\|Sz\| = \|Sz - S(I-S)z\| \leq \sigma\|z - (I-S)z\| = \sigma\|Sz\|,$$

and the fact that $\sigma < 1$, we conclude that $Sz = 0$ as well.

**Lemma 15.1** Let $x$ be arbitrary, and $z = Tz$. Then

$$2\langle S(I-S)x, x - z \rangle \geq (1 - \sigma^2)\|Sx\|^2 + \|S(I-S)x\|^2.$$  

(15.12)

**Proof:** Using $Sz = S(I-S)z = 0$, we write

$$2\langle S(I-S)x, x - z \rangle = 2\langle S(I-S)x - S(I-S)z, x - Sx + Sz \rangle + 2\langle S(I-S)x, Sx \rangle = 2\langle S(I-S)x - S(I-S)z, (I-S)x - (I-S)z \rangle + 2\langle S(I-S)x, Sx \rangle \geq 2\langle S(I-S)x, Sx \rangle.$$

Also, we have

$$\|S(I-S)x\|^2 - 2\langle S(I-S)x, Sx \rangle + \|Sx\|^2 = \|S(I-S)x - Sx\|^2 \leq \sigma^2\|Sx\|^2.$$

Therefore,

$$2\langle S(I-S)x, x - z \rangle \geq 2\langle S(I-S)x, Sx \rangle \geq (1 - \sigma^2)\|Sx\|^2 + \|S(I-S))\|^2.$$

$\blacksquare$
It follows from (15.12) and Cauchy’s Inequality that
\[ 2\|Sx\|\|S(I-S)x\| \geq 2\langle S(I-S)x, Sx \rangle \geq (1 - \sigma^2)\|Sx\|^2 + \|S(I-S)\|^2, \]
so that
\[ \sigma^2\|Sx\|^2 \geq (\|Sx\| - \|S(I-S)x\|)^2. \]
Therefore,
\[ (1 + \sigma)\|Sx\| \geq \|S(I-S)x\|. \]
From
\[ \langle S(I-S)x, x - z \rangle \geq \frac{1 - \sigma^2}{2}\|Sx\|^2 + \frac{1}{2}\|S(I-S)\|^2 \]
and
\[ \|Sx\|^2 \geq \frac{1}{(1+\sigma)^2}\|S(I-S)x\|^2 \]
we get
\[ \langle S(I-S)x, x - z \rangle \geq \frac{1}{1+\sigma}\|S(I-S)x\|^2; \]
in other words, the operator $S(I-S)$ is weakly $\frac{1}{1+\sigma}$-ism.

15.4.2 The General Case

Now we have $x^{k+1} = Tx^k$ where $S = \gamma G$ and $T = P_C(I - SP_C(I-S))$.
We assume that $Tz = z$, so that $z$ solves VIP($G, C$).

The key Proposition now is the following.

**Proposition 15.1** Let $G : C \to \mathbb{R}^J$ be pseudo-monotone and $L$-Lipschitz, let $\sigma = \gamma L < 1$, and let $S = \gamma G$. For any $k$ let $y^k = P_C(I-S)x^k$. Then
\[ \|z - x^k\|^2 - \|z - x^{k+1}\|^2 \geq (1 - \sigma^2)\|y^k - x^k\|^2. \] (15.13)

The proof of Proposition 15.1 follows that in [111]. The inequality in (15.13) emerges as a consequence of a sequence of inequalities and equations. We list these results first, and then discuss their proofs. For convenience, we let $w^k = x^k - Sx^k$.

1. $\langle Sy^k, y^k - x^{k+1} \rangle \geq \langle Sy^k, z - x^{k+1} \rangle$.
2. $\langle Sx^k - Sy^k, x^{k+1} - y^k \rangle \geq \langle w^k - y^k, x^{k+1} - y^k \rangle$.
3. $\|z - w^k\|^2 - \|w^k - x^{k+1}\|^2 \geq \|z - x^{k+1}\|^2$.
4. $\|z - w^k\|^2 - \|w^k - x^{k+1}\|^2 = \|z - x^k\|^2 - \|x^k - x^{k+1}\|^2 + 2\langle Sy^k, z - x^{k+1} \rangle$. 
• 5) \( \|z - w^k\|^2 - \|w^k - x^{k+1}\|^2 \leq \|z - x^k\|^2 - \|x^k - x^{k+1}\|^2 + 2\langle Sy^k, y^k - x^{k+1}\rangle. \)

• 6) \(-\|x^k - x^{k+1}\|^2 + 2\langle Sy^k, y^k - x^{k+1}\rangle = -\|y^k - x^k\|^2 - \|y^k - x^{k+1}\|^2 + 2\langle w^k - y^k, x^{k+1} - y^k\rangle. \)

• 7) \( \|z - x^k\|^2 - \|z - x^{k+1}\|^2 \geq \|y^k - x^k\|^2 + \|y^k - x^{k+1}\|^2 - 2\langle y^k - w^k, y^k - x^{k+1}\rangle. \)

• 8) \(2(y^k - w^k, y^k - x^{k+1}) \leq 2\gamma L\|y^k - x^{k+1}\|\|y^k - x^k\|. \)

• 9) \(2\gamma L\|y^k - x^{k+1}\|\|y^k - x^k\| \leq \gamma^2 L^2\|y^k - x^k\|^2 + \|y^k - x^{k+1}\|^2. \)

• 10) \(2\gamma L\|y^k - x^{k+1}\|\|y^k - x^k\| \leq \gamma L(\|y^k - x^k\|^2 + \|y^k - x^{k+1}\|^2). \)

• 11) \( \|z - x^k\|^2 - \|z - x^{k+1}\|^2 \geq (1 - \gamma^2 L^2)\|y^k - x^k\|^2. \)

• 12) \( \|z - x^k\|^2 - \|z - x^{k+1}\|^2 \geq (1 - \gamma L)(\|y^k - x^k\|^2 + \|y^k - x^{k+1}\|^2). \)

Inequality 1) follows from the fact that \( z \) solves the VIP(\( G, C \)) and is pseudo-monotone, and \( x^{k+1} \) is in \( C \). To obtain Inequality 2), add and subtract \( Sx^k \) on the left side of the inner product in 1) and use the fact that \( y^k = P_C(I - S)x^k. \)

To get Inequality 3), expand
\[ \|z - x^{k+1}\|^2 = \|z - w^k + w^k - x^{k+1}\|^2, \]
add and subtract \( x^{k+1} \) and use the fact that \( x^{k+1} = P_C w^k. \)

To get Equation 4) use \( w^k = x^k - Sy^k \) and expand. Then Inequality 5) follows from 4) using Inequality 1). Equation 6) is easy.

Inequality 7) follows from 3), 5) and 6). To get Inequality 8), use \( w^k = x^k - Sy^k \), add and subtract \( Sx^k \) in the left side of the inner product, and use \( y^k = P_C(I - S)x^k. \)

To get Inequality 9), expand
\[ (\gamma L\|y^k - x^k\|^2 - \|y^k - x^{k+1}\|^2)^2. \]
Then 11) is immediate, and the Proposition is proved. To get Inequality 10), expand
\[ (\|y^k - x^k\|^2 - \|y^k - x^{k+1}\|^2)^2. \]
Then 12) is immediate. We shall use 12) in a moment.

From Inequality (15.13), we learn that the sequence \( \{\|z - x^k\|\} \) is decreasing, and so the sequence \( \{\|y^k - x^k\|\} \) converges to zero. From 12) we learn that the sequence \( \{\|y^k - x^{k+1}\|\} \) converges to zero.
We know that
\[ \|x^k - x^{k+1}\|^2 = \|x^k - y^k + y^k - x^{k+1}\|^2 = \]
\[ \|x^k - y^k\|^2 + \|y^k - x^{k+1}\|^2 + 2\langle x^k - y^k, y^k - x^{k+1}\rangle \leq \]
\[ \|x^k - y^k\|^2 + \|y^k - x^{k+1}\|^2 + 2\|x^k - y^k\|\|x^{k+1} - y^k\|, \]
so it follows that \( \{\|x^k - x^{k+1}\|\} \) converges to zero. The sequence \( \{x^k\} \) is bounded; let \( x^* \) be a cluster point. Then \( x^* \) is a fixed point; that is
\[ x^* = P_C(x^* - S(I - S)x^*), \]
so \( x^* \) solves the VIP\((G, C)\) and we can replace \( z \) with \( x^* \) in all the lines above. It follows that \( \{x^k\} \) converges to \( x^* \). Therefore, the Korpelevich iteration converges whenever there is a solution of the VIP\((G, C)\).

We saw that in the special case of \( P_C = I \), the operator \( S(I - S) \) is weakly \( \nu \)-ism; it does not appear to be true in the general case that weak ism plays a role.

### 15.5 On Some Algorithms of Noor

In this section I comment on two algorithms that appear in the papers of Noor.

#### 15.5.1 A Conjecture

We saw that for the case of \( C = \mathbb{R}^J \) the operator \( T = I - S(I - S) \) generates a sequence that converges to a fixed point of \( T \). I suspected that the operator \( P = (I - S)^2 = T - S \) might also work. More generally, I conjectured that the operator
\[ Px = P_C(P_C(x - Sx) - SP_C(x - Sx)) = (P_C(I - S))^2 x \quad (15.14) \]
would work for the general case. Noor [168, 169, 170] considers this and related methods, but does not provide details for this particular algorithm. The conjecture is false, but we can at least show that \( z = Pz \) if and only if \( z \) solves VIP\((G, C)\).

**Proposition 15.2** We have \( z = Pz \) if and only if \( z \) solves VIP\((G, C)\).

**Proof:** One way is clear. So assume that \( z = Pz \). Let \( y = P_C(z - Sz) \), so that \( z = P_C(y - Sy) \). Then for all \( c \in C \) we have
\[ \langle z - y + Sy, c - z \rangle \geq 0, \]
and
\[ \langle y - z + Sz, c - y \rangle \geq 0. \]
Therefore,
\[ \langle Sy, y - z \rangle \geq \|y - z\|^2, \]
and
\[ -\langle Sz, y - z \rangle \geq \|y - z\|^2. \]
Adding, we get
\[ \sigma \|y - z\|^2 \geq \|Sy - Sz\| \|y - z\| \geq \langle Sy - Sz, y - z \rangle \geq 2\|y - z\|^2, \]
from which we conclude that \( y = z \).

Unfortunately, this algorithm, which is Algorithm 3.6 in Noor [169], fails to converge, in general, as the following example shows. Let \( S \) be the operator on \( \mathbb{R}^2 \) given by multiplication by the matrix
\[
S = \begin{bmatrix}
0 & a \\
-a & 0
\end{bmatrix},
\]
for some \( a \in (0, 1) \). The operator \( S \) is then monotone and \( a \)-Lipschitz continuous. With \( C = \mathbb{R}^2 \), the variational inequality problem is then equivalent to finding a zero of \( S \). Note that \( Sz = 0 \) if and only if \( z = 0 \).

The Korpelevich iteration in this case is
\[ x^{k+1} = Tx^k = (I - S(I - S))x^k. \]
Noor’s Algorithm 3.6 now has the iterative step
\[ x^{k+1} = Px^k = (I - S)^2 x^k. \]
The operator \( T \) is then multiplication by the matrix
\[
T = \begin{bmatrix}
1 - a^2 & -a \\
a & 1 - a^2
\end{bmatrix},
\]
and the operator \( P \) is multiplication by the matrix
\[
P = \begin{bmatrix}
1 - a^2 & -2a \\
2a & 1 - a^2
\end{bmatrix}.
\]
For any \( x \in \mathbb{R}^2 \) we have
\[ \|Tx\|^2 = ((1 - a^2)^2 + a^2)\|x\|^2 < \|x\|^2, \]
for all \( x \neq 0 \), while
\[ \|Px\|^2 = ((1 - a^2)^2 + 4a^2)\|x\|^2 = (1 + a^2)^2\|x\|^2. \]
This proves that the sequence \( x^{k+1} = Px^k \) does not converge, generally.
15.6 Split Variational Inequality Problems

The split variational inequality problem (SVIP) is the following: find $x^*$ in $C$ such that

$$
\langle f(x^*), c - x^* \rangle \geq 0, \quad (15.15)
$$

for all $c \in C$, and

$$
\langle g(Ax^*), q - Ax^* \rangle \geq 0, \quad (15.16)
$$

for all $q \in Q$.

In [80] the authors present an iterative algorithm for solving the SVIP (see also [162]). The iterative step is $x^{k+1} = Sx^k$, where

$$
S = U(I + \gamma A^T (T - I)A),
$$

$$
U = P_C(I - \lambda f),
$$

and

$$
T = P_Q(I - \lambda g).
$$

It is easy to show that $x^*$ satisfies Equation (15.15) if and only if $x^*$ is a fixed point of $U$, and $Ax^*$ satisfies Equation (15.16) if and only if $Ax^*$ is a fixed point of $T$. We have the following convergence theorem for the sequence $\{x^k\}$.

**Theorem 15.1** Let $f$ be $\nu_1$-ism, $g$ be $\nu_2$-ism, $\nu = \min\{\nu_1, \nu_2\}$, $\lambda \in (0, 2\alpha)$, and $\gamma \in (0, 1/L)$, where $L$ is the spectral radius of $A^TA$. If the SVIP has solutions, then the sequence $\{x^k\}$ converges to a solution of the SVIP.

Take $\lambda < 2\nu$. Then the operators $I - \lambda f$ and $I - \lambda g$ are $\delta$-av, for $\delta = \frac{\lambda}{2\nu} < 1$. The operator $P_Q$ is firmly non-expansive, so is $\frac{1}{2}$-av. Then the operator $T = P_Q(I - \lambda g)$ is $\phi$-av, with $\phi = \frac{\delta + 1}{2}$.

The following lemma is key to the proof of the theorem.

**Lemma 15.2** If $T$ is $\phi$-av, for some $\phi \in (0, 1)$, then $A^T(I - T)A$ is $\frac{1}{2\phi L}$-ism.

**Proof:** We have

$$
\langle A^T(I - T)Ax - A^T(I - T)Ay, x - y \rangle = \langle (I - T)Ax - (I - T)Ay, Ax - Ay \rangle.
$$

Since $I - T$ is $\frac{1}{2\phi}$-ism, we have

$$
\langle (I - T)Ax - (I - T)Ay, Ax - Ay \rangle \geq \frac{1}{2\phi} \|I - T\|Ax - (I - T)Ay\|^2.
$$
From
\[ \|A^T(I - T)Ax - A^T(I - T)Ay\|^2 \leq L \| (I - T)Ax - (I - T)Ay \|^2, \]
it follows that
\[ \langle (I - T)Ax - (I - T)Ay, Ax - Ay \rangle \geq \frac{1}{2\phi L} \| A^T(I - T)Ax - A^T(I - T)Ay \|^2. \]

**Proof of the Theorem:** Assume that \( z \) is a solution of the SVIP. The operator \( \gamma A^T(I - T)A \) is \( \frac{1}{2\phi L} \)-ism. The operator \( V \) will be averaged if \( \gamma \phi L < 1 \), or
\[ \gamma < \frac{1}{\phi L} = \frac{2}{(\delta + 1)L}. \] (15.17)

If \( \gamma \leq \frac{1}{L} \), then the inequality (15.17) holds for all choices of \( \lambda < 2\alpha \).

In similar iterative algorithms, such as the CQ algorithm and the Landweber algorithm (see [57, 58]), the upper bound on \( \gamma \) is \( \frac{2}{L} \). We can allow \( \gamma \) to approach \( \frac{2}{L} \) here, but only by making \( \delta \) approach zero, that is, only by taking \( \lambda \) near zero.

Since \( U \) is also averaged, the operator \( S \) is averaged. Since the intersection of \( \text{Fix}(U) \) and \( \text{Fix}(V) \) is not empty, this intersection equals \( \text{Fix}(S) \). By the Krasnosel’skii-Mann-Opial Theorem 7.1, the iteration \( x^{k+1} = Sx^k \) converges to a fixed point \( x^* \) of \( S \), which is then a fixed point of both \( U \) and \( V \). From \( V(x^*) = x^* \) it follows that \( A^T(T - I)x^* = 0 \). We show that \( (T - I)x^* = 0 \). We know that \( T(Ax^*) = Ax^* + w \), where \( A^Tw = 0 \). Also \( T(Az) = Az \), since \( z \) solves the SVIP. Therefore, we have
\[ \|T(Ax^*) - T(Az)\|^2 = \|Ax^* - Az\|^2 + \|w\|^2; \]
but \( T \) is non-expansive, so \( w = 0 \) and \( (T - I)x^* = 0 \).

### 15.7 Saddle Points

As the title of [141] indicates, the main topic of the paper is saddle points. The main theorem is about convergence of an iterative method for finding saddle points. The saddle-point problem can be turned into a case of the variational inequality problem, which is why the paper contains the theorem on convergence of an iterative algorithm for the VIP that we have already discussed.

The increased complexity of Korpelevich’s algorithm is not needed if our goal is to minimize a convex function \( f(x) \) over a closed convex set \( C \),
15.7. SADDLE POINTS

when $\nabla f$ is $L$-Lipschitz. In that case, the operator $\frac{1}{L} \nabla f$ is ne, from which it can be shown that it must be fnf. Then we can use the averaged operator $T = P_C(I - \gamma \nabla f)$, for $0 < \gamma < \frac{2}{L}$. Similarly, we don’t need Korpelevich to solve $z = Nz$, for non-expansive $N$; we can use the averaged operator $T = (1 - \alpha)I + \alpha N$. However, for saddle-point problems, Korpelevich’s method is useful.

15.7.1 Notation and Basic Facts

Let $C \subseteq \mathbb{R}^J$ and $Q \subseteq \mathbb{R}^I$ be closed convex sets. Say that $u^* = (x^*, y^*) \in U$ is a saddle-point for the function $f(x, y) : U = C \times Q \rightarrow \mathbb{R}$, for all $u = (x, y) \in U$, we have

$$f(x^*, y) \leq f(x^*, y^*) \leq f(x, y^*). \quad (15.18)$$

We make the usual assumptions that $f(x, y)$ is convex in $x$ and concave in $y$, and that the partial derivatives $f_x(x, y)$ and $f_y(x, y)$ are $L$-Lipschitz. Denote by $U^*$ the set of all saddle points $u^*$.

It can be shown that $u^* = (x^*, y^*)$ is a saddle point for $f(x, y)$ if and only if

$$\langle f_x(x^*, y^*), x - x^* \rangle \geq 0,$$

for all $x \in C$, and

$$\langle f_y(x^*, y^*), y - y^* \rangle \leq 0,$$

for all $y \in Q$.

15.7.2 The Saddle-Point Problem as a VIP

Define $T : U \rightarrow \mathbb{R}^J \times \mathbb{R}^I$ by

$$Tu = (f_x(x, y), -f_y(x, y)).$$

Then $u^* \in U^*$ if and only if

$$\langle Tu^*, u - u^* \rangle \geq 0,$$

for all $u \in U$. The operator $T$ is monotone and $L$-Lipschitz. Therefore, we can find saddle points by applying the Korpelevich method for finding solutions of the VIP.

Note that if $T$ is a gradient operator, then we must have

$$f(x, y) = h(x) - g(y),$$

where $h$ and $g$ are convex functions. Then $(x^*, y^*)$ is a saddle point if and only if $x^*$ minimizes $h(x)$ over $x \in C$ and $y^*$ minimizes $g(y)$ over $y \in Q$. In this case, the saddle point can be found by solving two independent minimization problems, and Korpelevich’s algorithm is not needed.
15.7.3 Example: Convex Programming

In convex programming (CP) we want to minimize a convex function \( f : \mathbb{R}^J \rightarrow \mathbb{R} \) over all \( x \geq 0 \) such that \( g(x) \leq 0 \), where \( g \) is also convex. The Lagrangian function is

\[
L(x, y) = f(x) + \langle y, g(x) \rangle.
\] (15.19)

When the problem is super-consistent, we know that \( x^* \) is a solution of CP if and only if there is \( y^* \geq 0 \) such that

\[
L(x^*, y) \leq L(x^*, y^*) \leq L(x, y^*).
\] (15.20)

15.7.4 Example: Linear Programming

The primary problem of linear programming, in canonical form, denoted \( PC \), is to minimize \( z = c^T x \), subject to \( x \geq 0 \) and \( A^T x \geq b \). The Lagrangian is now

\[
L(x, y) = c^T x + y^T (b - A^T x) = c^T x + b^T y - y^T A^T x.
\] (15.21)

Therefore, \( x^* \) is a solution if and only if there is \( y^* \geq 0 \) such that (15.20) holds for \( L(x, y) \) given by Equation (15.21).

15.7.5 Example: Game Theory

In two-person zero-sum matrix games, the entries \( A_{mn} \) of the matrix \( A \) are the payoffs from Player Two (P2) to Player One (P1) when P1 plays strategy \( m \) and P2 plays strategy \( n \). Optimal randomized strategies \( p^* \) and \( q^* \) for players P1 and P2, respectively, are probability vectors that satisfy the saddle-point condition

\[
f(q^*, p) \leq f(q^*, p^*) \leq f(q, p^*),
\] (15.22)

where \( f(q, p) = p^T A q \) for probability vectors \( p \) and \( q \).

We could attempt to find the optimal randomized strategies \( p^* \) and \( q^* \) using Korpelevich’s saddle point method; however, the constraint that the \( p \) and \( q \) be probability vectors may be difficult to implement in the iterative algorithm. There is another way.

A standard approach to showing that optimal randomized strategies exist is to convert the problem into a linear programming problem. Specifically, we first modify \( A \) so that all the entries are non-negative. Then we take \( b \) and \( c \) to have all entries equal to one. We then minimize \( z = c^T x \) over all \( x \geq 0 \) with \( A^T x \geq b \). Because the entries of \( A \) are non-negative, both the primary and dual linear programming problems have feasible solutions, and therefore have optimal solutions, which we denote by \( x^* \) and
It follows that \( \mu = c^T x^* = b^T y^* \), so that \( p^* = \frac{1}{\mu} x^* \) and \( q^* = \frac{1}{\mu} y^* \) are probabilities. They are then the optimal randomized strategies.

From this, we see that we can reformulate the search for the game-theory saddle point as a search for a saddle point of the Lagrangian for the linear programming problem. Now the constraints are only that \( x \geq 0 \) and \( y \geq 0 \).

15.8 Exercises

Ex. 15.1 Let \( T : \mathbb{R}^2 \to \mathbb{R}^2 \) be the operator defined by \( T(x, y) = (-y, x) \). Show that \( T \) is a monotone operator, but is not a gradient operator.
16.1 Overview

Set-valued mappings play an important role in a number of optimization problems. We examine several of those problems in this chapter. We discuss iterative algorithms for solving these problems and prove convergence.

16.2 Notation and Definitions

If $C$ is a nonempty closed convex subset of $\mathbb{R}^d$, then $N_C(x)$, the normal cone to $C$ at $x$, is the empty set, if $x$ is not a member of $C$, and if $x \in C$, then

$$N_C(x) = \{u|\langle u, c - x \rangle \leq 0, \text{for all } c \in C\}. \quad (16.1)$$

Let $f(x) = \iota_C(x)$, the indicator function of the set $C$, which is $+\infty$ for $x$ not in $C$ and zero for $x$ in $C$. Then

$$\partial \iota_C(x) = N_C(x). \quad (16.2)$$

Most of the time, but not always, we have

$$\partial(f + g)(x) = \partial f(x) + \partial g(x),$$

Consequently, most of the time, but not always, we have

$$N_{A \cap B}(x) = N_A(x) \cap N_B(x); \quad (16.3)$$
see Exercise (16.1). In order for Equation (16.3) to hold, some additional conditions are needed; for example, it is enough to know that the set $A \cap B$ has a nonempty interior (see [26], p. 56, Exercise 10).

The mapping that takes each $x$ to $\partial f(x)$ is a set-valued function, or multi-valued function. The role that set-valued functions play in optimization is the subject of this chapter. It is common to use the notation $2^{\mathbb{R}^J}$ to denote the collection of all subsets of $\mathbb{R}^J$.

### 16.3 Basic Facts

If $x^*$ minimizes the function $f(x)$ over all $x$ in $\mathbb{R}^J$, then $0 \in \partial f(x^*)$; if $f$ is differentiable, then $\nabla f(x^*) = 0$. The vector $x^*$ minimizes $f(x)$ over $x$ in $C$ if and only if $x^*$ minimizes the function $f(x) + \iota_C(x)$ over all $x$ in $\mathbb{R}^J$, and so if and only if $0 \in \partial f(x^*) + N_C(x^*)$, which is equivalent to

$$\langle u, c-x^* \rangle \geq 0,$$

(16.4)

for all $u$ in $\partial f(x^*)$ and all $c$ in $C$. If $f$ is differentiable at $x^*$, then this becomes

$$\langle \nabla f(x^*), c-x^* \rangle \geq 0,$$

(16.5)

for all $c$ in $C$.

Similarly, for each fixed $x$, $y$ minimizes the function

$$f(t) + \frac{1}{2}\|x-t\|^2$$

if and only if

$$0 \in y-x + \partial f(y),$$

or

$$x \in y + \partial f(y).$$

Then we write $y = \text{prox}_f x$. If $C$ is a nonempty closed convex subset of $\mathbb{R}^J$ and $f(x) = \iota_C(x)$, then $\text{prox}_f(x) = P_C x$.

### 16.4 Monotone Set-Valued Functions

A set-valued function $B : \mathbb{R}^J \to 2^{\mathbb{R}^J}$ is monotone if, for every $x$ and $y$, and every $u \in B(x)$ and $v \in B(y)$ we have

$$\langle u-v, x-y \rangle \geq 0.$$

A monotone (possibly set-valued) function $B$ is a maximal monotone operator if the domain of $B$ cannot be enlarged without the loss of the monotone property.
Let \( f : \mathbb{R}^J \to \mathbb{R} \) be convex and differentiable. Then the operator \( T = \nabla f \) is monotone. If \( f(x) \) is convex, but not differentiable, then \( B(x) = \partial f(x) \) is a monotone set-valued function. If \( A \) is a non-zero, skew-symmetric matrix, then \( Tx = Ax \) is a monotone operator, but is not a gradient operator.

### 16.5 Resolvents

Let \( B : \mathbb{R}^J \to 2^{\mathbb{R}^J} \) be a set-valued mapping. If \( B \) is monotone, then \( x \in z + B(z) \) and \( x \in y + B(y) \) implies that \( z = y \), since then \( x - z \in B(z) \) and \( x - y \in B(y) \), so that

\[
0 \leq \langle (x - z) - (x - y), z - y \rangle = -\|z - y\|^2.
\]

Consequently, the resolvent operator for \( B \), defined by

\[
J_B = (I + B)^{-1}
\]

is single-valued, where

\[
J_B(x) = z
\]

means that

\[
x \in z + B(z).
\]

If \( B(z) = N_C(z) \) for all \( z \), then \( z = J_B(x) \) if and only if \( z = P_C(x) \), the orthogonal projection of \( x \) onto \( C \); so we have

\[
J_{\partial C} = J_{NC} = P_C = \text{prox}_C.
\]

We know that \( z = \text{prox}_f x \) if and only if \( x - z \in \partial f(z) \), and so if and only if \( x \in (I + \partial f)z \) or, equivalently, \( z = J_{\partial f} x \). Therefore,

\[
J_{\partial f} = \text{prox}_f.
\]

As we shall see shortly, this means that \( \text{prox}_f \) is fine.

The following theorem is helpful in proving convergence of iterative fixed-point algorithms [91, 56, 92].

**Theorem 16.1** An operator \( T : \mathbb{R}^J \to \mathbb{R}^J \) is firmly non-expansive if and only if \( T = J_B \) for some (possibly set-valued) maximal monotone function \( B \).

We sketch the proof here. Showing that \( J_B \) is fine when \( B \) is monotone is not difficult. To go the other way, we suppose that \( T \) is fine and define \( B(x) = T^{-1}\{x\} - x \), where \( y \in T^{-1}\{x\} \) means \( Ty = x \). Then \( J_B = T \). That this function \( B \) is monotone follows fairly easily from the fact that \( T = J_B \) is fine.
16.6 The Split Monotone Variational Inclusion Problem

Let $B_1 : \mathbb{R}^J \rightarrow 2^{\mathbb{R}^J}$ and $B_2 : \mathbb{R}^I \rightarrow 2^{\mathbb{R}^I}$ be set-valued mappings, $A : \mathbb{R}^J \rightarrow \mathbb{R}^I$ a real matrix, and $f : \mathbb{R}^J \rightarrow \mathbb{R}$ and $g : \mathbb{R}^I \rightarrow \mathbb{R}$ single-valued operators. Following Moudafi [162], we can pose the split monotone variational inclusion problem (SMVIP).

The SMVIP is to find $x^\ast$ in $\mathbb{R}^J$ such that

\begin{equation}
0 \in f(x^\ast) + B_1(x^\ast),
\end{equation}

and

\begin{equation}
0 \in g(Ax^\ast) + B_2(Ax^\ast).
\end{equation}

Let $C$ be a closed, nonempty, convex set in $\mathbb{R}^J$. The normal cone to $C$ at $z$ is defined to be the empty set if $z$ is not in $C$, and, if $z \in C$, to be the set $N_C(z)$ given by

\begin{equation}
N_C(z) = \{u | \langle u, c - z \rangle \leq 0, \text{for all } c \in C\}.
\end{equation}

Suppose that $C \subseteq \mathbb{R}^J$ and $Q \subseteq \mathbb{R}^I$ are closed nonempty convex sets. If we let $B_1 = N_C$ and $B_2 = N_Q$, then the SMVIP becomes the split variational inequality problem (SVIP): find $x^\ast$ in $C$ such that

\begin{equation}
\langle f(x^\ast), c - x^\ast \rangle \geq 0,
\end{equation}

for all $c \in C$, and

\begin{equation}
\langle g(Ax^\ast), q - Ax^\ast \rangle \geq 0,
\end{equation}

for all $q \in Q$.

16.7 Solving the SMVIP

We can solve the SMVIP in a way similar to that used to solve the SVIP, by modifying the CGR algorithm. Now we define

\[ S = U(I - \gamma A^T(T-I)A), \]

where

\[ U = J_{\lambda B_1}(I - \lambda f), \]

and

\[ T = J_{\lambda B_2}(I - \lambda g), \]
for \( \lambda > 0 \). It is easy to show that \( x^* \) satisfies Equation (16.6) if and only if \( x^* \) is a fixed point of \( U \) and \( Ax^* \) satisfies Equation (16.7) if and only if \( Ax^* \) is a fixed point of \( T \). We have assumed that there is a \( z \) that solves the SMVIP, so it follows that \( z \) is a fixed point of both \( U \) and \( V \), where
\[
V = (I + \gamma A^T(T - I)A).
\]
Under the assumption that both \( B_1 \) and \( B_2 \) are maximal monotone set-valued mappings, we can conclude that both \( J_{\lambda B_1} \) and \( J_{\lambda B_2} \) are fim operators, and so are \( \alpha v \) operators. It follows that both \( U \) and \( V \) are averaged, as well, so that \( S \) is averaged.

Now we can argue just as we did in the proof of convergence of the algorithm for the SVIP that the sequence \( \{S^k x^0\} \) converges to a fixed point of \( S \), which is then a solution of the SMVIP.

### 16.8 Special Cases of the SMVIP

There are several problems that can be formulated and solved as special cases of the SMVIP. One example is the *split minimization problem*.

#### 16.8.1 The Split Minimization Problem

Let \( f : \mathbb{R}^J \to \mathbb{R} \) and \( g : \mathbb{R}^I \to \mathbb{R} \) be lower semicontinuous, convex functions, and \( C \) and \( Q \) nonempty, closed, convex subsets of \( \mathbb{R}^J \) and \( \mathbb{R}^I \), respectively. The split minimization problem is to find \( x = x^* \in C \) that minimizes \( f(x) \) over all \( x \in C \), and such that \( q = Ax^* \in Q \) minimizes \( g(q) \) over all \( q \in Q \).

#### 16.9 The Split Common Null-Point Problem

The *split common null-point problem* (SCNPP) \([68]\) is related to the SMVIP. Let \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \) be real Hilbert spaces. Let \( B_i : \mathcal{H}_1 \to 2^{\mathcal{H}_1} \), for \( i = 1, ..., p \), and \( F_j : \mathcal{H}_2 \to 2^{\mathcal{H}_2} \), for \( j = 1, ..., r \), be set-valued mappings, and \( A_j : \mathcal{H}_1 \to \mathcal{H}_2 \) be bounded linear operators. The SCNPP is the following: find a point \( x^* \) in \( \mathcal{H}_1 \) such that
\[
0 \in \cap_{i=1}^p B_i(x^*),
\]
and such that, for \( y_j^* = A_j(x^*) \), we have
\[
0 \in \cap_{j=1}^r F_j(y_j^*).
\]

#### 16.10 Exercises

**Ex. 16.1** In \( \mathbb{R}^2 \), let \( A \) and \( B \) be the closed circles with radius one centered at \((-1,0)\) and \((1,0)\), respectively. Show that \( N_{A \cap B}((0,0)) = \mathbb{R}^2 \), while
$N_A((0, 0)) + N_B((0, 0))$ is the $x$-axis.
Chapter 17

Fenchel Duality

17.1 The Legendre-Fenchel Transformation

The duality between convex functions on $\mathbb{R}^J$ and their tangent hyperplanes is made explicit through the Legendre-Fenchel transformation. In this chapter we discuss this transformation, state and prove Fenchel’s Duality Theorem, and investigate some of its applications.

Throughout this section $f : C \subseteq \mathbb{R}^J \to \mathbb{R}$ is a closed, proper, convex function defined on a non-empty, closed convex set $C$.

17.1.1 The Fenchel Conjugate

We say that a function $h : \mathbb{R}^J \to \mathbb{R}$ is affine if it has the form $h(x) = \langle a, x \rangle - \gamma$, for some vector $a$ and scalar $\gamma$. If $\gamma = 0$, then we call the function linear. A function such as $f(x) = 5x + 2$ is commonly called a linear function in algebra classes, but, according to our definitions, it should be called an affine function.

For each fixed vector $a$ in $\mathbb{R}^J$, the affine function $h(x) = \langle a, x \rangle - \gamma$ is beneath the function $f(x)$ if $f(x) - h(x) \geq 0$, for all $x$; that is,

$$f(x) - \langle a, x \rangle + \gamma \geq 0,$$

or

$$\gamma \geq \langle a, x \rangle - f(x). \quad (17.1)$$

This leads us to the following definition, involving the maximum of the right side of the inequality in (17.1), for each fixed $a$.

**Definition 17.1** The conjugate function associated with $f$ is the function

$$f^*(a) = \sup_{x \in C}(\langle a, x \rangle - f(x)). \quad (17.2)$$
We then define $C^*$ to be the set of all $a$ for which $f^*(a)$ is finite. For each fixed $a$, the value $f^*(a)$ is the smallest value of $\gamma$ for which the affine function $h(x) = \langle a, x \rangle - \gamma$ is beneath $f(x)$ for $x \in C$. The passage from $f$ to $f^*$ is the Legendre-Fenchel Transformation.

For example, suppose that $f(x) = \frac{1}{2}x^2$. The function $h(x) = ax + b$ is beneath $f(x)$ for all $x$ if
\[
ax + b \leq \frac{1}{2}x^2,
\]
for all $x$. Equivalently,
\[
b \leq \frac{1}{2}x^2 - ax,
\]
for all $x$. Then $b$ must not exceed the minimum of the right side, which is $-\frac{1}{2}a^2$ and occurs when $x - a = 0$, or $x = a$. Therefore, we have
\[
\gamma = -b \geq \frac{1}{2}a^2.
\]
The smallest value of $\gamma$ for which this is true is $\gamma = \frac{1}{2}a^2$, so we have $f^*(a) = \frac{1}{2}a^2$.

### 17.1.2 The Conjugate of the Conjugate

Now we repeat this process with $f^*(a)$ in the role of $f(x)$. For each fixed vector $x$, the affine function $c(a) = \langle a, x \rangle - \gamma$ is beneath the function $f^*(a)$ if $f^*(a) - c(a) \geq 0$, for all $a \in C^*$; that is,
\[
f^*(a) - \langle a, x \rangle + \gamma \geq 0,
\]
or
\[
\gamma \geq \langle a, x \rangle - f^*(a).
\] (17.3)
This leads us to the following definition, involving the maximum of the right side of the inequality in (17.3), for each fixed $x$.

**Definition 17.2** The conjugate function associated with $f^*$ is the function
\[
f^{**}(x) = \sup_a (\langle a, x \rangle - f^*(a)).
\] (17.4)
For each fixed $x$, the value $f^{**}(x)$ is the smallest value of $\gamma$ for which the affine function $c(a) = \langle a, x \rangle - \gamma$ is beneath $f^*(a)$.

Applying the Separation Theorem to the epigraph of the closed, proper, convex function $f(x)$, it can be shown ([181], Theorem 12.1) that $f(x)$ is the point-wise supremum of all the affine functions beneath $f(x)$; that is,
\[
f(x) = \sup_{a, \gamma} \{h(x) | f(x) \geq h(x)\}.
\]
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Therefore,
\[ f(x) = \sup_a \left( \langle a, x \rangle - f^*(a) \right). \]

This says that
\[ f^{**}(x) = f(x). \]

(17.5)

If \( f(x) \) is a differentiable function, then, for each fixed \( a \), the function
\[ g(x) = \langle a, x \rangle - f(x) \]
attains its minimum when
\[ 0 = \nabla g(x) = a - \nabla f(x), \]
which says that \( a = \nabla f(x) \).

17.1.3 Some Examples of Conjugate Functions

- The exponential function \( f(x) = \exp(x) = e^x \) has conjugate
  \[ \exp^*(a) = a \log a - a, \]
  if \( a > 0 \), 0 if \( a = 0 \), and \(+\infty\) if \( a < 0 \).

- The function \( f(x) = -\log x \), for \( x > 0 \), has the conjugate function
  \( f^*(a) = -1 - \log(-a) \), for \( a < 0 \).

- The function \( f(x) = \frac{|x|^p}{p} \) has conjugate \( f^*(a) = \frac{|a|^q}{q} \), where \( p > 0 \), \( q > 0 \), and \( \frac{1}{p} + \frac{1}{q} = 1 \). Therefore, the function \( f(x) = \frac{1}{2} \|x\|^2 \) is its own conjugate, that is, \( f^*(a) = \frac{1}{2} \|a\|^2 \).

- Let \( A \) be a real symmetric positive-definite matrix and
  \[ f(x) = \frac{1}{2} \langle Ax, x \rangle. \]

Then
\[ f^*(a) = \frac{1}{2} \langle A^{-1}a, a \rangle. \]

- Let \( i_C(x) \) be the indicator function of the closed convex set \( C \), that is, \( i_C(x) = 0 \), if \( x \in C \), and \(+\infty\) otherwise. Then
  \[ i_C^*(a) = \sup_{x \in C} \langle a, x \rangle, \]
which is the support function of the set \( C \), usually denoted \( \sigma_C(a) \).
• Let $C \subseteq \mathbb{R}^J$ be non-empty, closed and convex. The gauge function of $C$ is
\[ \gamma_C(x) = \inf \{ \lambda \geq 0 \mid x \in \lambda C \} . \]
If $C = B$, the unit ball of $\mathbb{R}^J$, then $\gamma_B(x) = \|x\|_2$. For each $C$ define the polar set for $C$ by
\[ C^0 = \{ z \mid \langle z, c \rangle \leq 1 \text{, for all } c \in C \} . \]
Then
\[ \gamma_C^* = i_{C^0} . \]
• Let $C = \{ x \mid \|x\|_2 \leq 1 \}$, so that the function $\phi(a) = \|a\|_2$ satisfies
\[ \phi(a) = \sup_{x \in C} \langle a, x \rangle . \]
Then
\[ \phi(a) = \sigma_C(a) = i_C^*(a) . \]
Therefore,
\[ \phi^*(x) = \sigma_C^*(x) = i_C^{**}(x) = i_C(x) . \]

17.1.4 Infimal Convolution Again
The infimal convolution and deconvolution are related to the Fenchel conjugate; specifically, under suitable conditions, we have
\[ f \oplus g = (f^* + g^*)^* , \]
and
\[ f \ominus g = (f^* - g^*)^* . \]
See Lucet [151] for details.

17.1.5 Conjugates and Sub-gradients
We know from the definition of $f^*(a)$ that
\[ f^*(a) \geq \langle a, z \rangle - f(z) , \]
for all $z$, and, moreover, $f^*(a)$ is the supremum of these values, taken over all $z$. If $a$ is a member of the sub-differential $\partial f(x)$, then, for all $z$, we have
\[ f(z) \geq f(x) + \langle a, z - x \rangle , \]
so that
\[ \langle a, x \rangle - f(x) \geq \langle a, z \rangle - f(z) . \]
It follows that
\[ f^*(a) = \langle a, x \rangle - f(x), \]
so that
\[ f(x) + f^*(a) = \langle a, x \rangle. \]
If \( f(x) \) is a differentiable convex function, then \( a \) is in the sub-differential \( \partial f(x) \) if and only if \( a = \nabla f(x) \). Then we can say
\[ f(x) + f^*(\nabla f(x)) = \langle \nabla f(x), x \rangle. \] (17.7)
If \( a = \nabla f(x_1) \) and \( a = \nabla f(x_2) \), then the function
\[ g(x) = \langle a, x \rangle - f(x) \]
attains its minimum value at \( x = x_1 \) and at \( x = x_2 \), so that
\[ f^*(a) = \langle a, x_1 \rangle - \nabla f(x_1) = \langle a, x_2 \rangle - f(x_2). \]
Let us denote by \( x = (\nabla f)^{-1}(a) \) any \( x \) for which \( \nabla f(x) = a \). Then the conjugate of the differentiable function \( f : C \subseteq \mathbb{R}^J \to \mathbb{R} \) can then be defined as follows [181]. Let \( D \) be the image of the set \( C \) under the mapping \( \nabla f \).
Then, for all \( a \in D \), define
\[ f^*(a) = \langle a, (\nabla f)^{-1}(a) \rangle - f((\nabla f)^{-1}(a)). \] (17.8)
The formula in Equation (17.8) is also called the Legendre Transform.

17.1.6 The Conjugate of a Concave Function
A function \( g : D \subseteq \mathbb{R}^J \to \mathbb{R} \) is concave if \( f(x) = -g(x) \) is convex. One might think that the conjugate of a concave function \( g \) is simply the negative of the conjugate of \( -g \), but not quite.

The affine function \( h(x) = \langle a, x \rangle - \gamma \) is above the concave function \( g(x) \) if \( h(x) - g(x) \geq 0 \), for all \( x \in D \); that is,
\[ \langle a, x \rangle - \gamma - g(x) \geq 0, \]
or
\[ \gamma \leq \langle a, x \rangle - g(x). \] (17.9)
The conjugate function associated with \( g \) is the function
\[ g^*(a) = \inf_x (\langle a, x \rangle - g(x)). \] (17.10)

For each fixed \( a \), the value \( g^*(a) \) is the largest value of \( \gamma \) for which the affine function \( h(x) = \langle a, x \rangle - \gamma \) is above \( g(x) \).

It follows, using \( f(x) = -g(x) \), that
\[ g^*(a) = \inf_x (\langle a, x \rangle + f(x)) = -\sup_x (\langle -a, x \rangle - f(x)) = -f^*(-a). \]
17.2 Fenchel’s Duality Theorem

Let \( f(x) \) be a proper convex function on \( C \subseteq \mathbb{R}^J \) and \( g(x) \) a proper concave function on \( D \subseteq \mathbb{R}^J \), where \( C \) and \( D \) are closed convex sets with non-empty intersection. Fenchel’s Duality Theorem deals with the problem of minimizing the difference \( f(x) - g(x) \) over \( x \in C \cap D \).

We know from our discussion of conjugate functions and differentiability that

\[-f^*(a) \leq f(x) - \langle a, x \rangle,
\]

and

\[g^*(a) \leq \langle a, x \rangle - g(x).
\]

Therefore,

\[f(x) - g(x) \geq g^*(a) - f^*(a),\]

for all \( x \) and \( a \), and so

\[\inf_x \left( f(x) - g(x) \right) \geq \sup_a \left( g^*(a) - f^*(a) \right).
\]

We let \( C^* \) be the set of all \( a \) such that \( f^*(a) \) is finite, with \( D^* \) similarly defined.

The Fenchel Duality Theorem, in its general form, as found in [152] and [181], is as follows.

**Theorem 17.1** Assume that \( C \cap D \) has points in the relative interior of both \( C \) and \( D \), and that either the epigraph of \( f \) or that of \( g \) has non-empty interior. Suppose that

\[\mu = \inf_{x \in C \cap D} \left( f(x) - g(x) \right)\]

is finite. Then

\[\mu = \inf_{x \in C \cap D} \left( f(x) - g(x) \right) = \max_{a \in C^* \cap D^*} \left( g^*(a) - f^*(a) \right),\]

where the maximum on the right is achieved at some \( a_0 \in C^* \cap D^* \).

If the infimum on the left is achieved at some \( x_0 \in C \cap D \), then

\[\max_{x \in C} \left( \langle x, a_0 \rangle - f(x) \right) = \langle x_0, a_0 \rangle - f(x_0),\]

and

\[\min_{x \in D} \left( \langle x, a_0 \rangle - g(x) \right) = \langle x_0, a_0 \rangle - g(x_0).
\]

The conditions on the interiors are needed to make use of sub-differentials. For simplicity, we shall limit our discussion to the case of differentiable \( f(x) \) and \( g(x) \).
17.2.1 Fenchel’s Duality Theorem: Differentiable Case

We suppose now that there is $x_0 \in C \cap D$ such that

$$\inf_{x \in C \cap D} (f(x) - g(x)) = f(x_0) - g(x_0),$$

and that

$$\nabla (f - g)(x_0) = 0,$$

or

$$\nabla f(x_0) = \nabla g(x_0). \quad (17.11)$$

Let $\nabla f(x_0) = a_0$. From the equation

$$f(x) + f^*(\nabla f(x)) = \langle \nabla f(x), x \rangle$$

and Equation (17.11), we have

$$f(x_0) - g(x_0) = g^*(a_0) - f^*(a_0),$$

from which it follows that

$$\inf_{x \in C \cap D} (f(x) - g(x)) = \sup_{a \in C^* \cap D^*} (g^*(a) - f^*(a)).$$

This is Fenchel’s Duality Theorem.

17.2.2 Optimization over Convex Subsets

Suppose now that $f(x)$ is convex and differentiable on $\mathbb{R}^J$, but we are only interested in its values on the non-empty closed convex set $C$. Then we redefine $f(x) = +\infty$ for $x$ not in $C$. The affine function $h(x) = \langle a, x \rangle - \gamma$ is beneath $f(x)$ for all $x$ if and only if it is beneath $f(x)$ for $x \in C$. This motivates our defining the conjugate function now as

$$f^*(a) = \sup_{x \in C} \langle a, x \rangle - f(x).$$

Similarly, let $g(x)$ be concave on $D$ and $g(x) = -\infty$ for $x$ not in $D$. Then we define

$$g^*(a) = \inf_{x \in D} \langle a, x \rangle - g(x).$$

Let

$$C^* = \{a | f^*(a) < +\infty\},$$

and define $D^*$ similarly. We can use Fenchel’s Duality Theorem to minimize the difference $f(x) - g(x)$ over the intersection $C \cap D$. 
To illustrate the use of Fenchel’s Duality Theorem, consider the problem of minimizing the convex function \( f(x) \) over the convex set \( D \). Let \( C = \mathbb{R}^d \) and \( g(x) = 0 \), for all \( x \). Then
\[
 f^*(a) = \sup_{x \in C} (\langle a, x \rangle - f(x)) = \sup_{x} (\langle a, x \rangle - f(x)),
\]
and
\[
 g^*(a) = \inf_{x \in D} (\langle a, x \rangle - g(x)) = \inf_{x \in D} (a, x).
\]
The supremum is unconstrained and the infimum is with respect to a linear functional. Then, by Fenchel’s Duality Theorem, we have
\[
 \max_{a \in C \cap D^*} (g^*(a) - f^*(a)) = \inf_{x \in D} f(x).
\]

### 17.3 An Application to Game Theory

In this section we apply the Fenchel Duality Theorem to prove the Min-Max Theorem for two-person zero-sum matrix games.

#### 17.3.1 Pure and Randomized Strategies

In a two-person game, the first player selects a row of the matrix \( A \), say \( i \), and the second player selects a column of \( A \), say \( j \). The second player pays the first player \( A_{ij} \). If some \( A_{ij} < 0 \), then this means that the first player pays the second. As we discussed previously, there need not be optimal pure strategies for the two players and it may be sensible for them, over the long run, to select their strategies according to some random mechanism. The issues then are which vectors of probabilities will prove optimal and do such optimal probability vectors always exist. The Min-Max Theorem, also known as the Fundamental Theorem of Game Theory, asserts that such optimal probability vectors always exist.

#### 17.3.2 The Min-Max Theorem

In [152], Luenberger uses the Fenchel Duality Theorem to prove the Min-Max Theorem for two-person games. His formulation is in Banach spaces, while we shall limit our discussion to finite-dimensional spaces.

Let \( A \) be an \( I \) by \( J \) pay-off matrix, whose entries represent the payoffs from the second player to the first. Let
\[
P = \{ p = (p_1, ..., p_I) \mid p_i \geq 0, \sum_{i=1}^{I} p_i = 1 \},
\]
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\[ S = \{ s = (s_1, ..., s_I) \mid s_i \geq 0, \sum_{i=1}^{I} s_i \leq 1 \}, \]

and

\[ Q = \{ q = (q_1, ..., q_J) \mid q_j \geq 0, \sum_{j=1}^{J} q_j = 1 \}. \]

The set \( S \) is the convex hull of the set \( P \).

The first player selects a vector \( p \) in \( P \) and the second selects a vector \( q \) in \( Q \). The expected pay-off to the first player is

\[ E = \langle p, Aq \rangle. \]

Let

\[ m_0 = \max_{p \in P} \min_{q \in Q} \langle p, Aq \rangle, \]

and

\[ m^0 = \min_{q \in Q} \max_{p \in P} \langle p, Aq \rangle. \]

Clearly, we have

\[ \min_{q \in Q} \langle p, Aq \rangle \leq \langle p, Aq \rangle \leq \max_{p \in P} \langle p, Aq \rangle, \]

for all \( p \in P \) and \( q \in Q \). It follows that \( m_0 \leq m^0 \). We show that \( m_0 = m^0 \).

Define

\[ f(x) = \max_{p \in P} \langle p, x \rangle, \]

which is equivalent to

\[ f(x) = \max_{s \in S} \langle s, x \rangle. \]

Then \( f \) is convex and continuous on \( \mathbb{R}^I \). We want \( \min_{q \in Q} f(Aq) \).

We apply Fenchel's Duality Theorem, with \( f = f \), \( g = 0 \), \( D = A(Q) \), and \( C = \mathbb{R}^I \). Now we have

\[ \inf_{x \in C \cap D} (f(x) - g(x)) = \min_{q \in Q} f(Aq). \]

We claim that the following are true:

- 1) \( D^* = \mathbb{R}^I \);
- 2) \( g^*(a) = \min_{q \in Q} \langle a, Aq \rangle \);
- 3) \( C^* = S \);
- 4) \( f^*(a) = 0 \), for all \( a \) in \( S \).
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The first two claims are immediate. To prove the third one, we take a vector \( a \in \mathbb{R}^I \) that is not in \( S \). Then, by the separation theorem, we can find \( x \in \mathbb{R}^I \) and \( \alpha > 0 \) such that
\[
\langle x, a \rangle > \alpha + \langle x, s \rangle,
\]
for all \( s \in S \). Then
\[
\langle x, a \rangle - \max_{s \in S} \langle x, s \rangle \geq \alpha > 0.
\]
Now take \( k > 0 \) large and \( y = kx \). Since
\[
\langle y, s \rangle = k \langle x, s \rangle,
\]
we know that
\[
\langle y, a \rangle - \max_{s \in S} \langle y, s \rangle = \langle y, a \rangle - f(y) > 0
\]
and can be made arbitrarily large by taking \( k > 0 \) large. It follows that \( f^*(a) \) is not finite if \( a \) is not in \( S \), so that \( C^* = S \).

As for the fourth claim, if \( a \in S \), then
\[
\langle y, a \rangle - \max_{s \in S} \langle y, s \rangle
\]
achieves its maximum value of zero at \( y = 0 \), so \( f^*(a) = 0 \).

Finally, we have
\[
\min_{q \in Q} \max_{p \in P} \langle p, Aq \rangle = \min_{q \in Q} f(Aq) = \max_{a \in S} g^*(a) = \max_{a \in S} \min_{q \in Q} \langle p, Aq \rangle.
\]
Therefore,
\[
\min_{q \in Q} \max_{p \in P} \langle p, Aq \rangle = \max_{p \in P} \min_{q \in Q} \langle p, Aq \rangle.
\]

17.4 Exercises

Ex. 17.1 Show that the exponential function \( f(x) = \exp(x) = e^x \) has conjugate
\[
\exp^*(a) = a \log a - a,
\]
if \( a > 0 \), \( 0 \) if \( a = 0 \), and \( +\infty \) if \( a < 0 \).

Ex. 17.2 Show that the function \( f(x) = -\log x \), for \( x > 0 \), has the conjugate function \( f^*(a) = -1 - \log(-a) \), for \( a < 0 \).

Ex. 17.3 Show that the function \( f(x) = \frac{|x|^p}{p} \) has conjugate \( f^*(a) = \frac{|a|^q}{q} \), where \( p > 0 \), \( q > 0 \), and \( \frac{1}{p} + \frac{1}{q} = 1 \). Therefore, the function \( f(x) = \frac{1}{2} \|x\|_2^2 \) is its own conjugate, that is, \( f^*(a) = \frac{1}{2} \|a\|_2^2 \).
Ex. 17.4 Let $A$ be a real symmetric positive-definite matrix and

$$f(x) = \frac{1}{2} \langle Ax, x \rangle.$$

Show that

$$f^*(a) = \frac{1}{2} \langle A^{-1}a, a \rangle.$$

Hints: Find $\nabla f(x)$ and use Equation (17.8).
Compressed Sensing

18.1 Compressed Sensing

One area that has attracted much attention lately is compressed sensing or compressed sampling (CS) [103]. For applications such as medical imaging, CS may provide a means of reducing radiation dosage to the patient without sacrificing image quality. An important aspect of CS is finding sparse solutions of under-determined systems of linear equations, which can often be accomplished by one-norm minimization. Perhaps the best reference to date on CS is [35].

The objective in CS is exploit sparseness to reconstruct a vector $f$ in $\mathbb{R}^J$ from relatively few linear functional measurements [103].

Let $U = \{u^1, u^2, ..., u^J\}$ and $V = \{v^1, v^2, ..., v^J\}$ be two orthonormal bases for $\mathbb{R}^J$, with all members of $\mathbb{R}^J$ represented as column vectors. For $i = 1, 2, ..., J$, let

$$\mu_i = \max_{1 \leq j \leq J} \{|\langle u^i, v^j \rangle|\}$$

and

$$\mu(U, V) = \max\{|\mu_i| i = 1, ..., I\}.$$  

We know from Cauchy’s Inequality that

$$|\langle u^i, v^j \rangle| \leq 1,$$  

and from Parseval’s Equation

$$\sum_{j=1}^{J} |\langle u^i, v^j \rangle|^2 = ||u^i||_2^2 = 1.$$  

Therefore, we have

$$\frac{1}{\sqrt{J}} \leq \mu(U, V) \leq 1.$$
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The quantity \( \mu(U, V) \) is the coherence measure of the two bases; the closer \( \mu(U, V) \) is to the lower bound of \( \frac{1}{\sqrt{J}} \), the more incoherent the two bases are.

Let \( f \) be a fixed member of \( \mathbb{R}^J \); we expand \( f \) in the \( V \) basis as
\[
f = x_1v^1 + x_2v^2 + \ldots + x_Jv^J.
\]

We say that the coefficient vector \( x = (x_1, \ldots, x_J) \) is \( s \)-sparse if \( s \) is the number of non-zero \( x_j \).

If \( s \) is small, most of the \( x_j \) are zero, but since we do not know which ones these are, we would have to compute all the linear functional values
\[
x_j = \langle f, v^j \rangle
\]
to recover \( f \) exactly. In fact, the smaller \( s \) is, the harder it would be to learn anything from randomly selected \( x_j \), since most would be zero. The idea in CS is to obtain measurements of \( f \) with members of a different orthonormal basis, which we call the \( U \) basis. If the members of \( U \) are very much like the members of \( V \), then nothing is gained. But, if the members of \( U \) are quite unlike the members of \( V \), then each inner product measurement
\[
y_i = \langle f, u^i \rangle = f^Tu^i
\]
should tell us something about \( f \). If the two bases are sufficiently incoherent, then relatively few \( y_i \) values should tell us quite a bit about \( f \).

Specifically, we have the following result due to Candès and Romberg [71]: suppose the coefficient vector \( x \) for representing \( f \) in the \( V \) basis is \( s \)-sparse. Select uniformly randomly \( M \leq J \) members of the \( U \) basis and compute the measurements \( y_i = \langle f, u^i \rangle \). Then, if \( M \) is sufficiently large, it is highly probable that \( z = x \) also solves the problem of minimizing the one-norm
\[
||z||_1 = |z_1| + |z_2| + \ldots + |z_J|
\]
subject to the conditions
\[
y_i = \langle g, u^i \rangle = g^Tu^i,
\]
for those \( M \) randomly selected \( u^i \), where
\[
g = z_1v^1 + z_2v^2 + \ldots + z_Jv^J.
\]

The smaller \( \mu(U, V) \) is, the smaller the \( M \) is permitted to be without reducing the probability of perfect reconstruction.

18.2 Sparse Solutions

Suppose that \( A \) is a real \( M \) by \( N \) matrix, with \( M < N \), and that the linear system \( Ax = b \) has infinitely many solutions. For any vector \( x \), we define
the support of $x$ to be the subset $S$ of $\{1, 2, \ldots, N\}$ consisting of those $n$ for which the entries $x_n \neq 0$. For any under-determined system $Ax = b$, there will, of course, be at least one solution of minimum support, that is, for which $s = |S|$, the size of the support set $S$, is minimum. However, finding such a maximally sparse solution requires combinatorial optimization, and is known to be computationally difficult. It is important, therefore, to have a computationally tractable method for finding maximally sparse solutions.

Consider the problem $P_0$: among all solutions $x$ of the consistent system $b = Ax$, find one, call it $\hat{x}$, that is maximally sparse, that is, has the minimum number of non-zero entries. Obviously, there will be at least one such solution having minimal support, but finding one, however, is a combinatorial optimization problem and is generally NP-hard.

### 18.3 Minimum One-Norm Solutions

Instead, we can seek a minimum one-norm solution $x^*$, that is, solve the problem $P_1$: minimize

$$||x||_1 = \sum_{n=1}^{N} |x_n|,$$

subject to $Ax = b$. As we shall see shortly, problem $P_1$ can be formulated as a linear programming problem, so is more easily solved. The big questions are: when does $P_1$ have a unique solution $x^*$, and when is $x^* = \hat{x}$? The problem $P_1$ will have a unique solution if and only if $A$ is such that the one-norm satisfies

$$||x^*||_1 < ||x^* + v||_1,$$

for all non-zero $v$ in the null space of $A$.

If the vector $x$ is required to be non-negative, then the one-norm is simply the sum of the entries, and minimizing the one-norm subject to $Ax = b$ becomes a linear programming problem. This is the situation in applications involving image reconstruction. Generally, though, the vector $x$ cannot be assumed to be non-negative. The one-norm is not a linear functional of $x$, but the problem can still be converted into a linear programming problem.

The entries of $x$ need not be non-negative, so the problem is not yet a linear programming problem. Let

$$B = \begin{bmatrix} A & -A \end{bmatrix},$$

and consider the linear programming problem of minimizing the function

$$c^T z = \sum_{j=1}^{2J} z_j,$$
subject to the constraints $z \geq 0$, and $Bz = b$. Let $z^*$ be the solution. We write

$$z^* = \begin{bmatrix} u^* \\ v^* \end{bmatrix}.$$ 

Then, as we shall see, $x^* = u^* - v^*$ minimizes the one-norm, subject to $Ax = b$.

First, we show that $u_j^* v_j^* = 0$, for each $j$. If, say, there is a $j$ such that $0 < v_j^* \leq u_j^*$, then we can create a new vector $z$ from $z^*$ by replacing the old $u_j^*$ with $u_j^* - v_j^*$ and the old $v_j^*$ with zero, while maintaining $Bz = b$. But then, since $u_j^* - v_j^* < u_j^* + v_j^*$, it follows that $c^T z < c^T z^*$, which is a contradiction. Consequently, we have $\|x^*\|_1 = c^T z^*$.

Now we select any $x$ with $Ax = b$. Write $u_j = x_j$, if $x_j \geq 0$, and $u_j = 0$, otherwise. Let $v_j = u_j - x_j$, so that $x = u - v$. Then let

$$z = \begin{bmatrix} u \\ v \end{bmatrix}.$$ 

Then $b = Ax = Bz$, and $c^T z = \|x\|_1$. Therefore

$$\|x^*\|_1 = c^T z^* \leq c^T z = \|x\|_1,$$

and $x^*$ must be a minimum one-norm solution.

18.3.1 Why the One-Norm?

When a system of linear equations $Ax = b$ is under-determined, we can find the minimum-two-norm solution that minimizes the square of the two-norm,

$$\|x\|_2^2 = \sum_{n=1}^{N} x_n^2,$$

subject to $Ax = b$. One drawback to this approach is that the two-norm penalizes relatively large values of $x_n$ much more than the smaller ones, so tends to provide non-sparse solutions. Alternatively, we may seek the solution $x^*$ for which the one-norm,

$$\|x\|_1 = \sum_{n=1}^{N} |x_n|,$$

is minimized. The one-norm still penalizes relatively large entries $x_n$ more than the smaller ones, but much less than the two-norm does. As a result, it often happens that the minimum one-norm solution actually solves $P_0$ as well.
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18.3.2 Comparison with the PDFT

The PDFT approach [40, 41] to solving the under-determined system \( Ax = b \) is to select weights \( w_n > 0 \) and then to find the solution \( \hat{x} \) that minimizes the weighted two-norm given by

\[
\sum_{n=1}^{N} |x_n|^2 w_n.
\]

Our intention is to select weights \( w_n \) so that \( w_n^{-1} \) is reasonably close to \( |x^*_n| \); consider, therefore, what happens when \( w_n^{-1} = |x^*_n| \). We claim that \( \hat{x} \) is also a minimum-one-norm solution.

To see why this is true, note that, for any \( x \), we have

\[
\sum_{n=1}^{N} |x_n| = \sum_{n=1}^{N} \frac{|x_n|}{\sqrt{|x^*_n|}} \sqrt{|x^*_n|} \leq \sqrt{\sum_{n=1}^{N} \frac{|x_n|^2}{|x^*_n|}} \sqrt{\sum_{n=1}^{N} |x^*_n|}.
\]

Therefore,

\[
\sum_{n=1}^{N} |\hat{x}_n| \leq \sqrt{\sum_{n=1}^{N} \frac{\hat{x}_n^2}{|x^*_n|}} \sqrt{\sum_{n=1}^{N} |x^*_n|} \leq \sqrt{\sum_{n=1}^{N} \frac{|x_n|^2}{|x^*_n|}} \sqrt{\sum_{n=1}^{N} |x^*_n|} = \sum_{n=1}^{N} |x^*_n|.
\]

Therefore, \( \hat{x} \) also minimizes the one-norm.

18.3.3 Iterative Reweighting

Let \( x \) denote the truth. We want each weight \( w_n \) to be a good prior estimate of the reciprocal of \( |x_n| \). Because we do not yet know \( x \), we may take a sequential-optimization approach, beginning with weights \( w_n^0 > 0 \), finding the PDFT solution using these weights, then using this PDFT solution to get a (we hope!) better choice for the weights, and so on. This sequential approach was successfully implemented in the early 1980’s by Michael Fiddy and his students [118].

In [72], the same approach is taken, but with respect to the one-norm. Since the one-norm still penalizes larger values disproportionately, balance can be achieved by minimizing a weighted-one-norm, with weights close to the reciprocals of the \( |x^*_n| \). Again, not yet knowing \( x^* \), they employ a
sequential approach, using the previous minimum-weighted-one-norm solution to obtain the new set of weights for the next minimization. At each step of the sequential procedure, the previous reconstruction is used to estimate the true support of the desired solution.

It is interesting to note that an on-going debate among users of the PDFT concerns the nature of the prior weighting. Again, let $x$ be the truth. Does $w_n$ approximate $|x_n|^{-1}$ or $|x_n|^{-2}$? This is close to the issue treated in [72], the use of a weight in the minimum-one-norm approach.

It should be noted again that finding a sparse solution is not usually the goal in the use of the PDFT, but the use of the weights has much the same effect as using the one-norm to find sparse solutions: to the extent that the weights approximate the entries of $|x^*|^{-1}$, their use reduces the penalty associated with the larger entries of an estimated solution.

18.4 Why Sparseness?

One obvious reason for wanting sparse solutions of $Ax = b$ is that we have prior knowledge that the desired solution is sparse. Such a problem arises in signal analysis from Fourier-transform data. In other cases, such as in the reconstruction of locally constant signals, it is not the signal itself, but its discrete derivative, that is sparse.

18.4.1 Signal Analysis

Suppose that our signal $f(t)$ is known to consist of a small number of complex exponentials, so that $f(t)$ has the form

$$f(t) = \sum_{j=1}^{J} a_j e^{i\omega_j t},$$

for some small number of frequencies $\omega_j$ in the interval $[0, 2\pi)$. For $n = 0, 1, \ldots, N-1$, let $f_n = f(n)$, and let $\hat{f}$ be the $N$-vector with entries $f_n$; we assume that $J$ is much smaller than $N$. The discrete (vector) Fourier transform of $f$ is the vector $\hat{f}$ having the entries

$$\hat{f}_k = \frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} f_n e^{2\pi i kn/N},$$

for $k = 0, 1, \ldots, N-1$; we write $\hat{f} = Ef$, where $E$ is the $N$ by $N$ matrix with entries $E_{kn} = \frac{1}{\sqrt{N}} e^{2\pi i kn/N}$. If $N$ is large enough, we may safely assume that each of the $\omega_j$ is equal to one of the frequencies $2\pi i k$ and that the vector $\hat{f}$ is $J$-sparse. The question now is: How many values of $f(n)$ do we need to calculate in order to be sure that we can recapture $f(t)$ exactly? We have the following theorem [70]:
Theorem 18.1 Let $N$ be prime. Let $S$ be any subset of $\{0, 1, ..., N-1\}$ with $|S| \geq 2J$. Then the vector $\hat{f}$ can be uniquely determined from the measurements $f_n$ for $n$ in $S$.

We know that

$$f = E^\dagger \hat{f},$$

where $E^\dagger$ is the conjugate transpose of the matrix $E$. The point here is that, for any matrix $R$ obtained from the identity matrix $I$ by deleting $N - |S|$ rows, we can recover the vector $f$ from the measurements $Rf$.

If $N$ is not prime, then the assertion of the theorem may not hold, since we can have $n = 0 \mod N$, without $n = 0$. However, the assertion remains valid for most sets of $J$ frequencies and most subsets $S$ of indices; therefore, with high probability, we can recover the vector $\hat{f}$ from $Rf$.

Note that the matrix $E$ is unitary, that is, $E^\dagger E = I$, and, equivalently, the columns of $E$ form an orthonormal basis for $\mathbb{C}^N$. The data vector is

$$b = Rf = RE^\dagger \hat{f}.$$

In this example, the vector $f$ is not sparse, but can be represented sparsely in a particular orthonormal basis, namely as $f = E^\dagger \hat{f}$, using a sparse vector $\hat{f}$ of coefficients. The representing basis then consists of the columns of the matrix $E^\dagger$. The measurements pertaining to the vector $f$ are the values $f_n$, for $n$ in $S$. Since $f_n$ can be viewed as the inner product of $f$ with $\delta^n$, the $n$th column of the identity matrix $I$, that is,

$$f_n = \langle \delta^n, f \rangle,$$

the columns of $I$ provide the so-called sampling basis. With $A = RE^\dagger$ and $x = \hat{f}$, we then have

$$Ax = b,$$

with the vector $x$ sparse. It is important for what follows to note that the matrix $A$ is random, in the sense that we choose which rows of $I$ to use to form $R$.

18.4.2 Locally Constant Signals

Suppose now that the function $f(t)$ is locally constant, consisting of some number of horizontal lines. We discretize the function $f(t)$ to get the vector $f = (f(0), f(1), ..., f(N))^T$. The discrete derivative vector is $g = (g_1, g_2, ..., g_N)^T$, with

$$g_n = f(n) - f(n-1).$$

Since $f(t)$ is locally constant, the vector $g$ is sparse. The data we will have will not typically be values $f(n)$. The goal will be to recover $f$ from $M$ linear functional values pertaining to $f$, where $M$ is much smaller than $N$. 
We shall assume, from now on, that we have measured, or can estimate, the value \( f(0) \).

Our \( M \) by 1 data vector \( d \) consists of measurements pertaining to the vector \( f \):

\[
d_m = \sum_{n=0}^{N} H_{mn} f_n,
\]

for \( m = 1, ..., M \), where the \( H_{mn} \) are known. We can then write

\[
d_m = f(0) \left( \sum_{n=0}^{N} H_{mn} \right) + \sum_{k=1}^{N} \left( \sum_{j=k}^{N} H_{mj} \right) g_k.
\]

Since \( f(0) \) is known, we can write

\[
b_m = d_m - f(0) \left( \sum_{n=0}^{N} H_{mn} \right) = \sum_{k=1}^{N} A_{mk} g_k,
\]

where

\[
A_{mk} = \sum_{j=k}^{N} H_{mj}.
\]

The problem is then to find a sparse solution of \( Ax = g \). As in the previous example, we often have the freedom to select the linear functions, that is, the values \( H_{mn} \), so the matrix \( A \) can be viewed as random.

### 18.4.3 Tomographic Imaging

The reconstruction of tomographic images is an important aspect of medical diagnosis, and one that combines aspects of both of the previous examples. The data one obtains from the scanning process can often be interpreted as values of the Fourier transform of the desired image; this is precisely the case in magnetic-resonance imaging, and approximately true for x-ray transmission tomography, positron-emission tomography (PET) and single-photon emission tomography (SPECT). The images one encounters in medical diagnosis are often approximately locally constant, so the associated array of discrete partial derivatives will be sparse. If this sparse derivative array can be recovered from relatively few Fourier-transform values, then the scanning time can be reduced.

We turn now to the more general problem of compressed sampling.

### 18.5 Compressed Sampling

Our goal is to recover the vector \( f = (f_1, ..., f_N)^T \) from \( M \) linear functional values of \( f \), where \( M \) is much less than \( N \). In general, this is not possible
without prior information about the vector $f$. In compressed sampling, the prior information concerns the sparseness of either $f$ itself, or another vector linearly related to $f$.

Let $U$ and $V$ be unitary $N$ by $N$ matrices, so that the column vectors of both $U$ and $V$ form orthonormal bases for $\mathbb{C}^N$. We shall refer to the bases associated with $U$ and $V$ as the sampling basis and the representing basis, respectively. The first objective is to find a unitary matrix $V$ so that $f = Vx$, where $x$ is sparse. Then we want to find a second unitary matrix $U$ such that, when an $M$ by $N$ matrix $R$ is obtained from $U$ by deleting rows, the sparse vector $x$ can be determined from the data $b = RVx = Ax$. Theorems in compressed sensing describe properties of the matrices $U$ and $V$ such that, when $R$ is obtained from $U$ by a random selection of the rows of $U$, the vector $x$ will be uniquely determined, with high probability, as the unique solution that minimizes the one-norm.
Chapter 19

Appendix: Bregman-Legendre Functions

In [13] Bauschke and Borwein show convincingly that the Bregman-Legendre functions provide the proper context for the discussion of Bregman projections onto closed convex sets. The summary here follows closely the discussion given in [13].

19.1 Essential Smoothness and Essential Strict Convexity

Following [181] we say that a closed proper convex function \( f \) is essentially smooth if \( \text{int} D \) is not empty, \( f \) is differentiable on \( \text{int} D \) and \( x^n \in \text{int} D \), with \( x^n \to x \in \text{bd} D \), implies that \( ||\nabla f(x^n)||_2 \to +\infty \). Here

\[
D = \{ x | f(x) < +\infty \},
\]

and \( \text{int} D \) and \( \text{bd} D \) denote the interior and boundary of the set \( D \). A closed proper convex function \( f \) is essentially strictly convex if \( f \) is strictly convex on every convex subset of \( \text{dom} \partial f \).

The closed proper convex function \( f \) is essentially smooth if and only if the subdifferential \( \partial f(x) \) is empty for \( x \in \text{bd} D \) and is \( \{ \nabla f(x) \} \) for \( x \in \text{int} D \) (so \( f \) is differentiable on \( \text{int} D \)) if and only if the function \( f^* \) is essentially strictly convex.

**Definition 19.1** A closed proper convex function \( f \) is said to be a Legendre function if it is both essentially smooth and essentially strictly convex.
So \( f \) is Legendre if and only if its conjugate function is Legendre, in which case the gradient operator \( \nabla f \) is a topological isomorphism with \( \nabla f^* \) as its inverse. The gradient operator \( \nabla f \) maps \( \text{int dom } f \) onto \( \text{int dom } f^* \). If \( \text{int dom } f^* = \mathbb{R}^J \) then the range of \( \nabla f \) is \( \mathbb{R}^J \) and the equation \( \nabla f(x) = y \) can be solved for every \( y \in \mathbb{R}^J \). In order for \( \text{int dom } f^* = \mathbb{R}^J \) it is necessary and sufficient that the Legendre function \( f \) be super-coercive, that is,

\[
\lim_{\|x\|_2 \to +\infty} \frac{f(x)}{\|x\|_2} = +\infty. \tag{19.1}
\]

If the effective domain of \( f \) is bounded, then \( f \) is super-coercive and its gradient operator is a mapping onto the space \( \mathbb{R}^J \).

### 19.2 Bregman Projections onto Closed Convex Sets

Let \( f \) be a closed proper convex function that is differentiable on the nonempty set \( \text{int}D \). The corresponding Bregman distance \( D_f(x, z) \) is defined for \( x \in \mathbb{R}^J \) and \( z \in \text{int}D \) by

\[
D_f(x, z) = f(x) - f(z) - \langle \nabla f(z), x - z \rangle. \tag{19.2}
\]

Note that \( D_f(x, z) \geq 0 \) always and that \( D_f(x, z) = +\infty \) is possible. If \( f \) is essentially strictly convex then \( D_f(x, z) = 0 \) implies that \( x = z \).

Let \( K \) be a nonempty closed convex set with \( K \cap \text{int}D \neq \emptyset \). Pick \( z \in \text{int}D \). The Bregman projection of \( z \) onto \( K \), with respect to \( f \), is

\[
P_f^K(z) = \arg\min_{x \in K \cap \text{int}D} D_f(x, z). \tag{19.3}
\]

If \( f \) is essentially strictly convex, then \( P_f^K(z) \) exists. If \( f \) is strictly convex on \( D \) then \( P_f^K(z) \) is unique. If \( f \) is Legendre, then \( P_f^K(z) \) is uniquely defined and is in \( \text{int}D \); this last condition is sometimes called zone consistency.

**Example:** Let \( J = 2 \) and \( f(x) \) be the function that is equal to one-half the norm squared on \( D \), the nonnegative quadrant, \( +\infty \) elsewhere. Let \( K \) be the set \( K = \{(x_1, x_2)|x_1 + x_2 = 1\} \). The Bregman projection of \((2, 1)\) onto \( K \) is \((1, 0)\), which is not in \( \text{int}D \). The function \( f \) is not essentially smooth, although it is essentially strictly convex. Its conjugate is the function \( f^* \) that is equal to one-half the norm squared on \( D \) and equal to zero elsewhere; it is essentially smooth, but not essentially strictly convex.

If \( f \) is Legendre, then \( P_f^K(z) \) is the unique member of \( K \cap \text{int}D \) satisfying the inequality

\[
\langle \nabla f(P_f^K(z)) - \nabla f(z), P_f^K(z) - c \rangle \geq 0, \tag{19.4}
\]
for all $c \in K$. From this we obtain the Bregman Inequality:

$$D_f(c, z) \geq D_f(c, P^K_f(z)) + D_f(P^K_f(z), z),$$  \hspace{1cm} (19.5)

for all $c \in K$.

### 19.3 Bregman-Legendre Functions

Following Bauschke and Borwein [13], we say that a Legendre function $f$ is a Bregman-Legendre function if the following properties hold:

**B1:** for $x$ in $D$ and any $a > 0$ the set $\{ z \mid D_f(x, z) \leq a \}$ is bounded.

**B2:** if $x$ is in $D$ but not in int$D$, for each positive integer $n$, $y^n$ is in int$D$ with $y^n \to y \in \text{bd}D$ and if $\{ D_f(x, y^n) \}$ remains bounded, then $D_f(y, y^n) \to 0$, so that $y \in D$.

**B3:** if $x^n$ and $y^n$ are in int$D$, with $x^n \to x$ and $y^n \to y$, where $x$ and $y$ are in $D$ but not in int$D$, and if $D_f(x^n, y^n) \to 0$ then $x = y$.

Bauschke and Borwein then prove that Bregman’s SGP method converges to a member of $K$ provided that one of the following holds: 1) $f$ is Bregman-Legendre; 2) $K \cap \text{int}D \neq \emptyset$ and dom$f^*$ is open; or 3) dom$f$ and dom$f^*$ are both open.

The Bregman functions form a class closely related to the Bregman-Legendre functions. For details see [38].

#### 19.3.1 Useful Results about Bregman-Legendre Functions

The following results are proved in somewhat more generality in [13].

**R1:** If $y^n \in \text{int dom } f$ and $y^n \to y \in \text{int dom } f$, then $D_f(y, y^n) \to 0$.

**R2:** If $x$ and $y^n \in \text{int dom } f$ and $y^n \to y \in \text{bd dom } f$, then $D_f(x, y^n) \to +\infty$.

**R3:** If $x^n \in D$, $x^n \to x \in D$, $y^n \in \text{int } D$, $y^n \to y \in D$, $\{ x, y \} \cap \text{int } D \neq \emptyset$ and $D_f(x^n, y^n) \to 0$, then $x = y$ and $y \in \text{int } D$.

**R4:** If $x$ and $y$ are in $D$, but are not in int$D$, $y^n \in \text{int } D$, $y^n \to y$ and $D_f(x, y^n) \to 0$, then $x = y$.

As a consequence of these results we have the following.

**R5:** If $\{ D_f(x, y^n) \} \to 0$, for $y^n \in \text{int } D$ and $x \in \mathbb{R}^J$, then $\{ y^n \} \to x$.

**Proof of R5:** Since $\{ D_f(x, y^n) \}$ is eventually finite, we have $x \in D$. By Property B1 above it follows that the sequence $\{ y^n \}$ is bounded; without loss of generality, we assume that $\{ y^n \} \to y$, for some $y \in \overline{D}$. If $x$ is in int$D$, then, by result R2 above, we know that $y$ is also in int$D$. Applying result R3, with $x^n = x$, for all $n$, we conclude that $x = y$. If, on the other
hand, $x$ is in $D$, but not in int $D$, then $y$ is in $D$, by result R2. There are
two cases to consider: 1) $y$ is in int $D$; 2) $y$ is not in int $D$. In case 1) we
have $D_f(x, y^n) \to D_f(x, y) = 0$, from which it follows that $x = y$. In case
2) we apply result R4 to conclude that $x = y$. 

\[ \square \]
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