What is the square root of –1?

In algebra, we never need to answer this question.  We create an algebraic system with a quantity called i that satisfies the rule i^2 = –1, and then we form numbers of the form a+bi, and we explain how to add, subtract, multiply, and divide them.

Having given the rules for working with complex numbers, we never need to explain what they “are”.   Or rather, the rules for working with constitute their essence; “complex number is as complex number does”.

The same goes for formal power series.  We write a+bx, or a+bx+cx^2, or even a_0 + a_1 x + a_2 x^2 + ..., but we never have to say what x is.  We just have to say how these compound expressions get manipulated.  As long as we follow the agreed-upon rules, we never get into trouble; but we can never get more out of the system that we put into it.

In particular, x is not a variable in the ordinary sense; it’s something more like i.  So we can’t substitute numbers in place of x and be assured of getting anything sensible.

E.g., 1+x+x^2+... is a formal power series, but we must not put x=1/2 or x=1 or x=2.  If we do this, we’ve left the world of formal power series and gone somewhere else.  That’s a topic for another course.

A formal power series is an infinite sequence of numbers (a_0, a_1, a_2, ...), which we choose to write as

a_0 + a_1 x + a_2 x^2 + ... .

However, this does not imply that the “x” signifies a number, any more than the notation “x ((” implies that there is a number called “(”.

We have rules for doing arithmetic on formal power series, which are true by fiat.  That is, formal power series act this way because this is how we define them!

Two formal power series

a_0 + a_1 x + a_2 x^2 + ...

b_0 + b_1 x + b_2 x^2 + ...

are said to be equal if and only if a_n = b_n for all n(0.

We call a_n the coefficient of x^n in 

a_0 + a_1 x + a_2 x^2 + ...

but we are not multiplying a_n by anything.  

When a_n = 1, we may omit it, and just write ... + x^n + ...; when a_n = –1, we may just write ... – x^n ...; and when a_n = 0, we may skip over the x^n term.

We define the sum of the formal power series

a_0 + a_1 x + a_2 x^2 + ...

and the formal power series

b_0 + b_1 x + b_2 x^2 + ...

to be the formal power series

(a_0 + b_0) + (a_1 + b_1) x + (a_2 + b_2) x^2 + ...

(So far, it looks just like vector-equality and vector-addition.)

We define the product of the formal power series

a_0 + a_1 x + a_2 x^2 + ...

and the formal power series

b_0 + b_1 x + b_2 x^2 + ...

to be the formal power series

(a_0 b_0) + (a_0 b_1 + a_1 b_0) x 

+ (a_0 b_2 + a_1 b_1 + a_2 b_0) x^2 + ...

where the coefficient of x^n is


sum_{k=0}^n  a_k b_{n-k}.

If you’d rather just write formal power series as sequences of coefficients, you can do this!  Conceptually, it might seem more honest.  But it’s psychologically simpler to use the power series notation, as long as you keep in mind that “there is no x here”.

Sometimes we use function notation, and write a_0 + a_1 + a_2 x^2 + ... as A(x).  But this is just a shorthand; A(x) is not a function of x, and we never write A(c) for a particular number c except for the special case A(0), which we define to be a_0).

You can multiply a formal power series by a (scalar) constant; e.g.,


3 times (1 + x + x^2 + ...) = (3 + 3x + 3x^2 + ...)

You can also subtract one formal power series B(x) from another formal power series A(x) in the obvious way.

And, if B(x) has non-zero constant term, you can divide A(x) by B(x), using long division.

E.g., 1/(1–x) = 1 + x + x^2 + x^3 + x^4 + ...

E.g., 1/(1+x+x^2+x^3+...) = 1 – x + 0x^2 + 0x^3 + ...

E.g., 1/(1–x–x^2) = 1 + x + 2 x^2 + 3x^3 + 5x^4 + ...

You can also differentiate a formal power series: the derivative of 

a_0 + a_1 x + a_2 x^2 + a_3 x^3 + ...

is defined as 

a_1 + 2 a_2 x + 3 a^3 x^2 + ...

Likewise, we say that an antiderivative of the formal power series

a_0 + a_1 x + a_2 x^2 + a_3 x^3 + ...

is any formal power series of the form

c + a_0 x + (a_1 / 2) x^2 + (a_2 / 3) x^3 + ...

Questions?

In some cases, we have a_n = 0 for all n sufficiently large.  Then the formal power series looks just like an ordinary polynomial.

Let S be the multiset {n_1 ( a_1 , n_2 ( a_2 , …, n_k ( a_k} where n_1, n_2, …, n_k are non-negative integers.  Let h_n be the number of n-combinations of S.  Then the (ordinary) generating function for the sequence h_0, h_1, h_2, …, h_n, … is given by the product 


f_{n_1} (x) f_{n_2} (x) … f_{n_k} (x) 

where for i = 1, 2, …, k,


f_{n_i} (x) = 1 + x + x^2 + … + x^{n_i}.

This remains true if we allow some of the repetition numbers n_i to be (.

(Explain that I say “ordinary” to distinguish this from Theorem 7.7.1, to be discussed later today)

Example: S = { 1 ( a , 2 ( b} .  Combinations are {}; {a}, {b}; {a,b}, {b,b}; {a,b,b}.  (h_0, h_1, h_2, h_3) = 

(1, 2, 2, 1).  The generating function is f_a (x) f_b (x) = (1+x)(1+x+x^2) = 1 + 2x + 2x^2 + x^3.

Example: S = { ( ( a, ( ( b } .  Combinations are {}; {a}, {b}; {a,a}, {a,b}, {b,b}; {a,a,a}, {a,a,b}, {a,b,b}, {b,b,b}; …  The generating function is f_a (x) f_b (x) = (1+x+x^2+…) (1+x+x^2+…) = (1/(1-x)) (1/(1-x)) = 

1/(1-x)^2 = (_{n=0}^{(} (n+1) x^n.

Questions on section 7.4?

Last time we saw how to use formal power series (aka generating functions) to solve a nonhomogeneous linear recurrence relation.

Tricky point: You’re used to factoring polynomials p(x) using factors of the form x-a; here you must use factors of the form 1-bx.  The a’s you use in the former case are the roots of p(x); the b’s you use in the latter case are the reciprocals of the roots.

E.g., go back to the example on pages 242-243.  The roots of 1-5x+6x^2 are 1/2 and 1/3; the reciprocals of these roots are 2 and 3; so (1-5x+6x^2)=(1-2x)(1-3x).
