From two lectures ago:

Let S be a set with n elements.  Then the number of ways of choosing r elements from S, with repetition allowed, is C(n+r-1,n-1) = C(n+r-1,r).  This also counts the non-negative integer solutions to x_1+x_2+…+x_n = r.

Proof: Create a one-to-one correspondence between such n-tuples and sequences of 1’s and *’s consisting of n+r-1 symbols, n-1 of which are *’s.

From one lecture ago:

Let S be a set with n elements.  Then the number of ways of choosing r elements from S, with repetition allowed, and with each element occurring at least once, is C(r-1,n-1) = C(r-1,r-n).  This also counts the positive integer solutions to x_1+x_2+…+x_n = r.

Proof 1: Create a one-to-one correspondence between such n-tuples and sequences of S’s and L’s consisting of r-1 letters, n-1 of which are L’s.

Proof 2: The number of ways of choosing r elements from S, with repetition, and with each element occurring at least once, equals the number of solutions to x_1+x_2+…+x_n = r, where x_1,x_2,…,x_n are positive integer summing to r.

But (via the substitution y_i = x_i – 1) this equals the number of solutions to y_1+y_2+…+y_n = r – n, where y_1,y_2,…,y_n are non-negative integers summing to n-r.  And (applying our earlier result) we see that the number of such n-tuples is equal to C(n’+r’-1, r’) where n’=n and r’=r-n.  So C(n’+r’-1,n’-1) = C(r-1,n-1).

Proof 3:  We have a set with n elements, and we must choose r elements from S, with repetition allowed, so that each element occurs at least once.  Start by choosing each element of S once.  Then there are r’=r-n elements that remain to be selected from S (with repetition allowed).  By our earlier result, the number of such selections is 

C(n+r’-1,n-1) = C(n+(r-n)-1,n-1) = C(r-1,n-1).  We can also view this in terms of multisets: if M is a multiset in which each element of S occurs at least once, let N be the multiset in which each element of S occurs exactly once less (e.g. if S = {x,y,z} and M = {x,x,y,z,z,z} then N = {x,z,z}).  From N, we can reconstruct M.  This gives a one-to-one correspondence between the M’s (multisets of size r in which each element occurs at least once) and the N’s (multisets of size r-n without restriction on how many times each element occurs).  And we know how many N’s there are, by our earlier result.

Questions on section 3.5?

CHAPTER 5 SECTION 1: COMBINATIONS AND PATHS

Warning: I’m going to do something different from Brualdi (a different route to the same destination).

A 3-combination of {1,2,3,4,5,6,7}, i.e. a subset S of {1,2,3,4,5,6,7} of size 3, corresponds to a path from (0,0) to (7,3) where each step is either of the form (i,j)( (i+1,j) or of the form (i,j)((i+1,j+1).

E.g., {2,4,5} corresponds to (0,0),(1,0),(2,1),(3,1),(4,2),(5,3),(6,3),(7,3).

General construction: the subset S corresponds to the sequence of points

(0, |S intersect [0]|),

(1, |S intersect [1]|),

(2, |S intersect [2]|),

(3, |S intersect [3]|),

…

(n-1, |S intersect [n-1]|),

(n, |S intersect [n]|).

where [n] represents {1,2,3,…,k}.

That is: the ith point of the sequence (i=0,1,…,n) is (i,f(i)) where f(i) is equal to the number of elements of S that are less than or equal to i.

This construction reversible: For n=7,

(0,0),(1,1),(2,1),(3,2),(4,2),(5,3),(6,4),(7,4) corresponds to {1,3,5,6}.

n is an element of S (in particular, the jth element of S) iff the path goes from (n-1,j-1) to (n,j).

(Discuss “iff”).

Extreme cases: {} ( (0,0),(1,0),(2,0)…,(n,0).

{1,2,…n} ( (0,0),(1,1),(2,2),…,(n,n).

Arrange the coordinates so that (0,0) is at upper left, with the first coordinate (n) indexing rows and the second coordinate (k) indexing columns:

(0,0)

(1,0) (1,1)

(2,0) (2,1) (2,2)

(3,0) (3,1) (3,2) (3,3)

…

We have shown that the subsets of [n] of size k are in one-to-one correspondence with the paths from (0,0) to (n,k) in which each step is of type (i,j)((i+1,j) or (i,j)((i+1,j+1).

That is, 

C(n,k) = p(n,k), 

where p(n,k) is defined to be the number of paths of this kind, starting at (0,0) and ending at (n,k).  (Note: p(n,k) has nothing to do with P(n,k)!  Brualdi uses this notation because ‘p’ stands for ‘path’, and I’m using this notation because Brualdi does.)

