under laboratory conditions is repeatably within a few tenths of a decibel of predictions based on theory and simulation. On real channels, the fragmentary results available to date regularly show the same order of gain, albeit without the same sort of repeatability. These results confirm that a sequential decoder of modest complexity can provide of the order of 5-dB effective power gain at data rates to 5 Mbit/s and that above threshold very low error probabilities can be achieved.
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I. INTRODUCTION

THE SATELLITE and space communication channels are likely candidates for the cost-effective use of coding to improve communication efficiency. The primary additive disturbance on these channels can usually be accurately modeled by Gaussian noise which is “white” enough to be essentially independent from one bit time interval to the next, and particularly on the space channel but also in many instances on satellite channels, sufficient bandwidth is available to permit moderate bandwidth expansion. Two effective decoding algorithms for independent noise (memoryless) channels have been developed and refined, namely sequential and Viterbi decoding of convolutional codes. These theoretical accomplishments, combined with real communication
needs and the availability of low-cost complex digital integrated circuits, make possible practical and powerful high-speed decoders for satellite and space communication.

Communication from a distant and isolated object in space to a ground-based station presents certain system problems which are not nearly as critical in earth-based communication systems. The most obvious among these is the high cost of space-platform power. It is desirable to design a system which is as efficient as practical in order to minimize the spacecraft weight necessary to generate power.

The modulated signal power at a ground station receiver front end \( P \) depends upon the transmitted power, the transmitting and receiving antenna gains, and propagation path losses. Primarily due to thermal activity at the receiver front end, wideband noise is added to the received signal, resulting in a received signal power-to-noise ratio \( (P/N_0) \), where \( N_0 \) is the single-sided noise spectral density. The noise is usually accurately modeled as being both white and Gaussian. Other perturbations caused by uncertainty in carrier phase at the demodulator and inaccuracies in receiver AGC are treated in Sections IV and V.

The efficiency of a communication system is usefully measured by the received energy per bit to noise ratio \( (E_b/N_0) \) required to achieve a specified system bit error rate. The \( E_b/N_0 \) is expressable in terms of the modulating signal power by the relationship

\[
\frac{E_b}{N_0} = \frac{P}{N_0} \frac{1}{R}
\]  

(1)

where \( R \) is the information rate in bits per second. Alternatively, (1) can be written as

\[
R = \frac{P/N_0}{E_b/N_0}.
\]  

(2)

The payoff for using modulation and/or coding techniques which reduce the \( E_b/N_0 \) required for a given bit error probability is an increase in allowable data rate and/or a decrease in necessary received \( P/N_0 \).

As a point of reference, it is traditional to compare the efficiency of modulation-coding schemes with that of a hypothetical system operating at channel capacity. Channel capacity for an infinite bandwidth white Gaussian noise channel with average power \( P \) is [1]

\[
C_w = \frac{P}{N_0 \ln 2} \text{ bit/s}.
\]  

(3)

From (1), when \( R = C_w \),

\[
E_b/N_0 = \ln 2 \approx \frac{E_{k,\text{min}}}{N_0}.
\]  

(4)

Thus, the lower bound on achievable \( E_b/N_0 \) is about \(-1.6 \text{ dB}\).

Without coding, required \( E_b/N_0 \) can be minimized by selecting an efficient modulation technique. For example, 180° binary phase-shift keying (BPSK) is more efficient than binary frequency shift keying (BFSK). For a desired bit error rate of \( 10^{-3} \), an \( E_b/N_0 \) of 9.6 dB is required using BPSK (antipodal) modulation, whereas, 12.6 dB is required with BFSK (orthogonal) modulation. Quadrature phase-shift keying (QPSK) is often used to conserve bandwidth. Under the assumption of perfect phase coherence, QPSK has the same performance as BPSK.

In designing a communication system to operate at a specified data rate, the improvement in efficiency to be realized using coding must be weighed against the relative costs. Potential alternatives include increasing the transmitted power, increasing the transmitting antenna gain, and/or the receiving antenna area, and accepting a higher probability of bit error. In many applications, a minimum \( P_e \) is required and the incremental cost per decibel increase in \( P/N_0 \) is now greater (often much greater) than the cost of reducing the needed \( E_b/N_0 \) through coding. Soft decision Viterbi and hard decision sequential decoding can provide a relatively inexpensive 4-6-dB improvement in required \( E_b/N_0 \) (at a 10\(^{-8}\) bit error rate), even at multimegabit data rates. Sequential decoding is extensively discussed in [5]. In Section VII, we compare these techniques. Sections II and III examine various aspects of Viterbi decoding and present curves permitting system tradeoffs. In Section VI, a particular implementation of a Viterbi decoder is discussed to provide one benchmark for cost-complexity discussions.

In the discussion that follows, we assume that the channel is power limited rather than bandwidth limited. This assumption is realistic for many present day and future systems; however, the trend, especially in satellite repeaters, is to larger \( P/N_0 \) without a proportional increase in available bandwidth. For this reason, we will limit consideration to codes which involve a “bandwidth expansion” of 3 or less; that is, we assume that from 1 to 3 binary symbols can be transmitted over the channel for each bit of information communicated without appreciable intersymbol interference.

II. System

A. Convolutional Encoder

Fig. 1 shows a general binary-input binary-output convolutional coder. The encoder consists of a \( kK \) stage binary shift register and \( v \) mod-2 adders. Each of the mod-2 adders is connected to certain of the shift register stages. The pattern of connections specifies the code. Information bits are shifted into the encoder shift register \( k \) bits at a time. After each \( k \) bit shift, the outputs of the mod-2 adders are sampled sequentially yielding the code symbols. These code symbols are then used by the modulator to specify the waveforms to be sent over the channel. Since \( v \) code symbols are generated for each set of \( k \) information bits, the code rate \( R_k \) is \( k/v \) information bits per code symbol, where \( k < v \). The constraint length of the code is \( K \), since that is the number of \( k \) bit shifts over which a single information bit can
influence the encoder output. The state of the convolutional encoder is the contents of the first \( k(K - 1) \) shift register stages. The encoder state together with the next \( k \) input bits uniquely specify the \( v \) output symbols.

As an example, a \( K = 3, k = 1, v = 2 \) encoder is shown in Fig. 2(a). The first two coder stages specify the state of the encoder; thus, there are 4 possible states. The code words, or sequences of code symbols, generated by the encoder for various input information bit sequences is shown in the code “trellis” [2] of Fig. 2(b). The code trellis is really just a state diagram for the encoder of Fig. 2(a). The four states are represented by circled binary numbers corresponding to the contents of the first two stages of the encoder. The lines or “branches” joining states indicate state transitions due to the input of single information bits. Dashed and solid lines correspond to “1” and “0” input information bits, respectively. The trellis is drawn under the assumption that the encoder is in state 00 at time 0. If the first information bit were a 1, the encoder would go to state 10 and would output the code symbols 11. Code symbols generated are shown adjacent to the trellis branches. As an example, the input data sequence 101 ... generates the code symbol sequence 111000 ... . Further interpretations of the encoder state diagram and a discussion of “good” convolutional codes is presented in [3].

B. Modulation

The binary symbols output by the encoder are used to modulate an RF carrier sinusoid. Here we restrict our attention to the case of 180° BPSK modulation. Each code symbol results in the transmission of a pulse of carrier at either of two 180° separated phases. A sequence of code symbols produces a uniformly spaced sequence of biphase pulses. The signal component of the received waveform thus has the form

\[
s(t) = \sum_i \sqrt{2E_r} p(t - iT_i) \cos (2\pi f_c t + x_i \pi /2 + \theta) = \sqrt{2E_r} \cos (2\pi f_c t + \theta) \sum_i x_i p(t - iT_i).
\]

Here \( x_i \) is \( \pm 1 \) depending on whether the \( i \)th code symbol is 0 or 1. The function \( p(t) \) is a convenient unit energy low-pass pulse waveform, \( f_c \) is the carrier frequency, \( E_r \) is the energy per pulse, and \( T_i \) is the time between successive code symbols. \( E_r \) and \( T_i \) are defined by the relationships

\[
E_r = R_x E_s = kE_o/v
\]

and

\[
T_i = R_x/R.
\]

There are several reasons for restricting attention to BPSK modulation. Three important ones are as follows.

1) BPSK signals are convenient to generate and amplify. Traveling wave tube amplifiers operate most efficiently at or near saturation. This nonlinear amplification would degrade performance with multilevel amplitude modulated waveforms.

2) It can be shown that antipodal (BPSK) modulation results in little increase in required \( E_s/N_0 \) compared to optimum signaling when \( E_s/N_0 \) is low [4].

3) BPSK modulation of quadrature carriers is equivalent to quadrature (QPSK) modulation of one carrier. Thus, QPSK need not be separately treated except for synchronization and phase error requirements.

C. Demodulation and Quantization

At the receiver, the signal \( s(t) \) of (5), is observed added to white Gaussian noise. When the carrier phase \( \theta \) is known, the optimum demodulator consists of an integrate and dump filter matched to \( p(t) \cos (2\pi f_c t + \theta) \). At time \( jT_i \), the demodulator outputs data \( r_j \) relevant to the \( j \)th code symbol. Normalizing the matched filter output by dividing by \( \sqrt{N_o/2} \) yields

\[
r_j = x_j \sqrt{2E_r/N_o} + n_j
\]

when \( n_j \) is a zero-mean unit variance Gaussian random variable. Each \( n_j \) is independent of all others.

To facilitate digital processing by the decoder, the continuous \( r_j \) must be quantized. The simplest quantization is a hard decision with 0 output if \( r_j \) is greater than zero and 1 output otherwise. Here, the received data are represented by only one bit per code symbol. Without coding, the matched filter sampler hard quantizer is an optimum receiver.

When coding is used, hard quantization of the received data usually entails a loss of about 2 dB in \( E_s/N_0 \) compared with infinitely fine quantization [4], [5]. Much of this loss can be recouped by quantizing \( r_j \) to 4 or 8 levels instead of merely 2. Adding additional levels of quantization necessitates a 2- or 3-bit representation of each \( r_j \). Fig. 3(a) and (b) shows two quantization schemes with 4 and 8 levels, respectively. Here the quantization level thresholds are spaced evenly. The spacing is 1.0 for 4 levels and 0.5 for 8 levels. Uniform quantization threshold spacings of 1.0 and 0.5 can be shown by analytical means and through simulation to be very close to optimum for 4- and 8-level quantiza-
**III. VITERBI DECODING**

A. Basic Algorithm

The maximum likelihood or Viterbi decoding algorithm was discovered and analyzed by Viterbi [6] in 1967. Viterbi decoding was first shown to be an efficient and practical decoding technique for short constraint length codes by Heller [7], [8]. Forney [2] and Omura [12] demonstrated that the algorithm was in fact maximum likelihood.

A thorough discussion of the Viterbi decoding algorithm is presented by Viterbi [3]. Here, it will suffice to briefly
review the algorithm and elaborate on those features and parameters which bear on decoder performance and complexity on satellite and space communication channels.

Referring to the code trellis diagram of Fig. 2(b), a brute-force maximum likelihood decoder would calculate the likelihood of the received data for code symbol sequences on all paths through the trellis. The path with the largest likelihood would then be selected, and the information bits corresponding to that path would form the decoder output. Unfortunately, the number of paths for an $L$ bit information sequence is $2^L$; thus, this brute force decoding quickly becomes impractical as $L$ increases.

With Viterbi decoding, it is possible to greatly reduce the effort required for maximum likelihood decoding by taking advantage of the special structure of the code trellis. Referring to Fig. 2(b), it is clear that the trellis assumes a fixed periodic structure after trellis depth 3 (in general, $K$) is reached. After this point, each of the 4 states can be entered from either of two preceding states. At depth 3, for instance, there are 8 code paths, 2 entering each state. For example, state 00 at level 3 has the two paths entering it corresponding to the information sequences 000 and 100. These paths are said to have diverged at state 00, depth 0 and remerged at state 00, depth 3. Paths remerge after 2 (in general $k(K - 1)$) consecutive identical information bits. A Viterbi decoder calculates the likelihood of each of the $2^k$ paths entering a given state and eliminates from further consideration all but the most likely path that leads to that state. This is done for each of the $2^{k(K-1)}$ states at a given trellis depth; after each decoding operation only one path remains leading to each state. The decoder then proceeds one level deeper into the trellis and repeats the process.

For the $K = 3$ code trellis of Fig. 2(b), there are 8 paths at depth 3. Decoding at depth 3 eliminates 1 path entering each state. The result is that 4 paths are left. Going on to depth 4, the decoder is again faced with 8 paths. Decoding again eliminates 4 of these paths, and so on. Note that in eliminating the less likely paths entering each state, the Viterbi decoder will not reject any path which would have been selected by the brute force maximum likelihood decoder.

The decoder as described thus far never actually decides upon one most likely path. It always retains a set of $2^{k(K-1)}$ paths after each decoding step. Each retained path is the most likely path to have entered a given encoder state. One way of selecting a single most likely path is to periodically force the encoder into a prearranged state by inputting a $K - k$ bit fixed information sequence to the encoder after each set of $L$ information bits. The decoder can then select that path leading to the known encoder state as its (1 bit) output.

The great advantage of the Viterbi maximum likelihood decoder is that the number of decoder operations performed in decoding $L$ bits is only $L2^{2(K-1)}$, which is linear in $L$. Of course, Viterbi decoding as a practical technique is limited to relatively short constraint length codes due to the exponential dependence of decoder operations per bit decoded on $K$. Fortunately, as will be shown, excellent decoder performance is possible with good short constraint length codes.

### B. Path Memory

In order to make the Viterbi algorithm a practical decoding technique, certain refinements on the basic algorithm are desirable. First of all, periodically forcing the encoder into a known state by using preset sequences multiplexed into the data stream is neither operationally desirable nor necessary. It can be shown [2], [9] that with high probability, the $2^{2(K-1)}$ decoder selected paths will not be mutually disjoint very far back from the present decoding depth. All of the $2^{2(K-1)}$ paths tend to have a common stem which eventually branches off to the various states. This suggests that if the decoder stores enough of the past information bit history of each of the $2^{2(K-1)}$ paths, then the oldest bits on all paths will be identical. If a fixed amount of path history storage is provided, the decoder can output the oldest bit on an arbitrary path each time it steps one level deeper into the trellis. The amount of path storage required $u$ is equal to the number of states, $2^{2(K-1)}$ multiplied by the length of the information bit path history per state $h$,

$$u = h2^{2(K-1)}.$$  \hspace{1cm} (9)

Since the path memory represents a significant portion of the total cost of a Viterbi decoder, it is desirable to minimize the required path history length $h$. One refinement which allows for a smaller value of $h$ is to use the oldest bit on the most likely of the $2^{2(K-1)}$ paths as the decoder output, rather than the oldest bit on an arbitrary path. It has been demonstrated theoretically [2] and through simulation [9] that a value of $h$ of 4 or 5 times the code constraint length is sufficient for negligible degradation from optimum decoder performance. Simulation results showing performance degradation incurred with smaller path history lengths are presented and discussed in Section IV.

### C. State and Branch Metric Quantization

The path comparisons made for paths entering each state require the calculation of the likelihood of each path involved for the particular received information. Since the channel is memoryless, the path likelihood function is the product of the likelihoods of the individual code symbols [3]

$$P(r^*/x^*) = \prod_i P(r_i^*/x_i^*)$$ \hspace{1cm} (10)

where $r^* = (r_1^*, r_2^*, \ldots, r_l^*, \ldots)$ is the vector of quantized receiver outputs and $x^* = (x_1^*, x_2^*, \ldots, x_l^*, \ldots)$ is the code symbol vector for the $l$th trellis path. In order to avoid multiplication, the logarithm of the likelihood is a preferable path metric.
where $M_i$ is the metric of the $i$th path and $m_j^i$ is the metric of the $j$th code symbol on the $i$th path. With this type of additive metric, when a path is extended by one branch, the metric of the new path is the sum of the new branch symbol metrics and the old path metric. To facilitate this calculation, the path metric for the best path leading to each state must be stored by the decoder as a state metric. This is an addition to the path information bit history storage required.

Viterbi decoder operation can then be summarized as follows, taking the $K = 3$ case of Fig. 2 as an example.

1) The metric for the 2 paths entering state 00 are calculated by adding the previous state metrics of states 00 and 01 to the branch metrics of the upper and lower branches entering state 00, respectively.

2) The largest of the two new path metrics is stored as the new state metric for state 00. The new path history for state 00 is the path history of the state on the winning path augmented by a 0 or 1 depending on whether state 00 or 01 was on the winning path.

3) This add–compare–select (ACS) operation is performed for the paths entering each of the other 3 states.

4) The oldest bit on the path with the largest new path metric forms the decoder output.

Since the code symbol metrics must be represented in digital form in the decoder, the effects of metric quantization come into question. Simulation has shown that decoder performance is quite insensitive to symbol metric quantization. In fact, use of the integers as symbol metrics instead of log likelihoods results in a negligible performance degradation with 2-, 4-, or 8-level receiver quantization [7], [9]. Fig. 4 shows such a set of metrics for the 8-level quantized channel. Use of these symbol metrics implies that symbol metrics as well as the received symbols themselves may be represented by 1, 2, or 3 bits for 2-, 4-, and 8-level receiver quantization, respectively.

D. Unknown Starting State

It has been assumed thus far that a Viterbi decoder has knowledge of the encoder starting state before decoding begins. Thus, in Fig. 2(b), the starting state is assumed to be 00. A known starting state may be operationally undesirable since it requires that the decoder know when transmission commences. In reality, it has been found through simulation that a Viterbi decoder may start decoding at any arbitrary point in a transmission, if all state metrics are initially reset to zero. The first 3–4 constraint lengths worth of data output by the decoder will be more or less unreliable because of the unknown encoder starting state. However, after about 4 constraint lengths, the state metrics with high probability have values independent of the starting values and steady-state reliable operation results.
agreement with simulation results in the $10^{-4}$ to $10^{-5}$ bit error rate range.

Since the accuracy of the transfer function bound increases with $E_b/N_0$, decoder performance can be ascertained accurately in the $10^{-5}$ to $10^{-8}$ region even in the absence of simulation. The symbol metrics used in the simulation were the equally spaced integers as shown in Fig. 4.

Fig. 7 gives the simulation results for Viterbi decoding with hard receiver quantization. The same optimum rate $1/2$, $K = 3$ through $K = 8$ codes were used here as in the 8-level quantized simulations.

The following points are obvious from the performance curves.

1) 2-level quantization is everywhere close to 2-dB inferior to 8-level quantization.

2) Each increment in $K$ provides an improvement in efficiency of something less than 0.5 dB at a bit error rate of $10^{-8}$.

3) Performance improvement versus $K$ increases with decreasing bit error rate.

To observe the effects of varying receiver quantization more closely, simulation performance data are presented in Fig. 8 for the $K = 5$, rate $1/2$ code, with 2-, 4-, and 8-level receiver quantization. The $Q = 8$- and $Q = 4$-level thresholds are those of Fig. 3.

Fig. 9 shows bit error rate performance versus $E_b/N_0$ for three values of path history length (8, 16, and 32) using the rate $1/2$, $K = 5$ code, for both 2- and 8-level received data quantization. (The length 32 path curve is identical to the $K = 5$ curve in Fig. 5.) Performance with
length 32 paths is essentially identical to that of an infinite path decoder. Even for a path length of only 16, there is only a small degradation in performance. As previously mentioned, other simulations have shown that a path length of 4-5 constraint lengths is sufficient for other constraint lengths as well.

Coded systems that make use of receiver outputs quantized to more than two levels require an analog-to-digital converter at the modem matched filter output, with thresholds that depend on correct measurement of the noise variance. Since the level settings are effectively controlled by the automatic gain control (AGC) circuitry in the modem, it is of interest to investigate the sensitivity of decoder performance to an inaccurate or drifting AGC signal. Fig. 10 shows the decoder performance variation as a function of A-D converter level threshold spacing. In all cases, the thresholds are uniformly spaced. These simulations use the $K = 5$ rate 1/2 code with $E_b/N_0 = 3.5$ dB. It is evident that Viterbi decoding performance is quite insensitive to wide variations in AGC gain. In fact, performance is essentially constant over a range of spacing from 0.5 to 0.7. This allows for a variation in AGC gain of better than ±20 percent with no significant performance degradation.

C. Performance of Codes of Other Rates

The preceding simulation results have concentrated on Viterbi decoding of rate 1/2 convolutional codes. The
results on performance fluctuation due to decoder parameter variation carry over to other code rates with minor changes.

Code rates less than 1/2 buy improved performance at the expense of increased bandwidth expansion and more difficult symbol tracking due to decreased symbol energy-to-noise ratios. Rates above 1/2 conserve bandwidth but are less efficient in energy.

Fig. 11 shows bit error rate versus $E_b/N_0$ performance obtained from simulations of Viterbi decoding with optimum rate 1/3, $K = 4, 6, and 8$ codes, and 8-level quantization. Figs. 12 and 13 show numerical bound and simulation performance results for rate 2/3 $K = 3$ and $K = 4$ codes, respectively. Simulation curves are for 2- and 8-level quantization, while the numerical bound curves are for infinitely fine receiver quantization.

Comparing the performance data obtained through simulations of Viterbi decoders with rate 1/2 (Figs. 5, 6, and 7), and rate 1/3 codes, it is apparent that the latter offers a 0.3-to-0.5-dB improvement over the former for fixed $K$, in the range reported. This is close to the improvement in efficiency of a channel with capacity 1/3 compared with one of capacity 1/2, and is therefore expected.

Comparison of the higher rate codes with the rate 1/2 codes may also be made over the range spanned by the simulation and analytical data. The fairest comparison is probably between decoders with similar number of
states, and hence similar decoder complexity. Thus, the $K = 3$ rate $2/3$ data should be compared with the $K = 5$, rate $1/2$ data.

Fig. 14 shows the union bounds on performance for the rate $2/3$, $K = 3$, and rate $1/2$, $K = 5$ codes. Both encoders have 16 states. The free distance $d_f$ equals 7 for the rate $1/2$ code and 5 for the rate $2/3$ codes. At very high $E_b/N_0$, the rate $1/2$ must be superior. This is because asymptotically, at high $E_b/N_0$, the error probability varies as

$$P_e \sim n_e \exp (-d_f E_b/N_0) = n_e \exp (-d_f R) E_b/N_0$$

where $n_e$ is the number of bit errors contributed by code-words at distance $d_f$. This gives the rate $1/2$ code an advantage of about 0.2 dB in the limit.

In Fig. 14, the difference between the two curves is about 0.1 dB in the error probability range of $10^{-6}$ to $10^{-2}$. This small difference is due to the fact that the rate $2/3$ code used happens to be a particularly good code; the value of $n_e$ is smaller for it than for the rate $1/2$ code and this difference is significant even for $P_e$ as small as $10^{-3}$.

V. IMPERFECT CARRIER PHASE COHERENCE

Thus far it has been assumed that carrier phase is known exactly at the receiver. In real systems this is usually not the case. Oscillator instabilities and uncompensated doppler shifts necessitate closed loop carrier phase tracking at the receiver. Since the carrier loop tracks a noisy received signal, the phase reference at the demodulator phase will cause the signal component of the matched filter output to be suppressed by the factor $\cos \phi$ (see [4, ch. 7]).

$$r_i = \pm \sqrt{\frac{\mathbf{E}}{N_0}} \cos \phi + n_i. \tag{12}$$

The effect of an imperfect carrier phase reference on performance is always worse for coded than uncoded systems. This is because coded systems are characterized by steeper error probability versus $E_b/N_0$ curves than uncoded systems. An imperfect carrier phase reference causes an apparent loss in received energy-to-noise ratio. Since the coded curve is steeper, the loss in $E_b/N_0$ degrades error probability to a greater extent. Furthermore, unless care is taken in the design of the phase-tracking loop, the phase error might be higher for the coded system than for an uncoded system, since loop performance may depend upon $E_b/N_0$, which is significantly smaller for coded than uncoded systems.

For convolutional coding with phase coherent demodulation and Viterbi decoding, exact analytical expressions for bit error rate $P_e$ versus $E_b/N_0$ are not attainable. The simulation results of the preceding section, however, define a relationship between $P_e$ and $E_b/N_0$ that can be written formally as

$$P_e = f \left( \frac{E_b}{N_0} \cos^2 \phi \right) \tag{13}$$

for a given code, receiver quantization, and Viterbi decoder. Since the carrier phase is being tracked in the presence of noise the phase error $\phi$ will vary with time. To simplify analysis, assume that the data rate is large compared to the carrier loop bandwidth so that the phase error does not vary significantly during perhaps 20-30 information-bit times. Viterbi decoder output errors are typically several bits in length and are very rarely longer than 10-20 bits when the overall decoder bit error probability is less than $10^{-3}$. Therefore, the phase error is assumed to be constant over the length of almost any decoder error. This being the case, the bit error probability for a constant phase error $\phi$, can be written as

$$P_e(\phi) = f \left( \frac{E_b}{N_0} \cos^2 \phi \right) \tag{14}$$

from (12) and (13). This result uses the fact that received signal energy is degraded by $\cos^2 \phi$. If $\phi$ is a random variable with distribution $p(\phi)$, the resulting error probability averaged on $\phi$ is
$P_e' = \int_{-\pi}^{\pi} p(\phi)P_s(\phi) \, d\phi.$  \hspace{1cm} (15)

For the second-order phase-locked loop

$$p(\phi) = \frac{\alpha^{\alpha+\phi}}{2\pi I_0(\alpha)}, \quad \alpha \gg 1$$  \hspace{1cm} (16)

where $I_0(\cdot)$ is the zeroth order modified Bessel function and $\alpha$ is the loop signal-to-noise ratio [11]. Using this distribution and the $P_e$ versus $E_b/N_0$ curve for the $K = 7$, rate 1/2 code of Fig. 5, the $P_e$ integral of (15) has been evaluated for several values of $\alpha$. The results are shown in Fig. 15 as curves of $P_e'$ versus $E_b/N_0$ with $\alpha$ as a parameter (the $K = 7$, rate 1/2 simulation curve of Fig. 5 was extrapolated to get the high $E_b/N_0$ results shown in this figure). These curves exhibit the same general shape as those for uncoded binary PSK modulation with phase coherence provided by a carrier tracking loop. As expected, the losses due to imperfect coherence are somewhat greater with than without coding. Fig. 16 shows the additional $E_b/N_0$ required to maintain a $10^{-3}$ bit error rate as a function of loop signal to noise ratio $\alpha$. Curves are shown for the case of uncoded BPSK and rate 1/2, $K = 7$ convolutional encoding—Viterbi decoding.
sions of the decoder. For a rate 1/2 decoder, an ACS is used to add the state metrics for two states to the appropriate branch metrics, to compare the resulting two sums, and to select the larger. The decision is transmitted to the path memory section and the larger of the two sums becomes a new state metric. One ACS function must be performed for each of the $2^{K-1}$ states. In a fully parallel very-high-speed decoder, $2^{K-1}$ ACS units are required. In general, the speed of the ACS unit places an upper bound on the speed of the decoder. For slower decoders, e.g., $R$ less than several megabits per second for TTL logic, ACS units may be time shared, decreasing decoder cost significantly. Complexity of the ACS unit is strongly dependent upon required decoder speed. It should be noted that implementation of Viterbi decoders is greatly simplified by the fact that all ACS units perform identical functions and can be realized by a set of identical circuits.

The path memory section must store about 4 constraint length history of decisions for each state. The memory requirements are thus nontrivial. Considerable advantage can be taken of new integrated-circuits memories to keep the equipment cost small. However, the complexity of the path memory and the ACS units both increase by a factor slightly larger than 2 for each increase in constraint length of 1. Thus, an increase in system performance of about 0.4 dB at a bit error rate of $10^{-5}$, which can be achieved by increasing $K$ by 1, comes at a cost of slightly more than doubling decoder complexity.

A complete decoder also must include interface circuits, synchronization circuits, timing circuits, and generally an encoder. A recent implementation$^1$ of a $K = 7$, rate 1/2 self-synchronized Viterbi decoder capable of operating at up to $R = 2$ Mbit/s with 2-, 4-, or 8-level quantized data required a total of 356 TTL integrated circuits for all functions. As noted in Fig. 5, this relatively simple decoder provides over 5-dB $E_s/N_0$ advantage over an uncoded BPSK system at $P_e = 10^{-5}$, and 6-dB advantage at $P_e = 10^{-8}$, when soft quantization is used.

VII. COMPARISON OF SEQUENTIAL AND VITERBI DECODING

Both sequential and Viterbi decoding offer practical alternatives to a communications engineer designing a high-performance efficient communication system. The two decoders have significant differences which are noted below. Both are capable of very-high-speed operation.$^2$

$^1$ The Linkabit LS7026 decoder is designed for use with differentially encoded BPSK or QPSK systems. It automatically resolves demodulator phase ambiguities and establishes node synchronization without manual intervention.

$^2$ The Linkabit LS4157 sequential decoder is capable of operation at data rates up to $R = 50$ Mbit/s. It uses a constraint length $K = 41$, rate 1/2 code and accepts only hard quantized data. The decoder is fully self-synchronizing. The coding advantage over uncoded data is 4.4 dB at $P_e = 10^{-5}$ at $R = 50$ Mbit/s and greater than 6 dB at $P_e = 10^{-8}$. The coding advantage is larger at lower data rates.

![Fig. 16. Comparison to increase in $E_s/N_0$ due to imperfect phase coherence necessary to maintain $10^{-3}$ bit error rate for uncoded BPSK and $K = 7$; rate 1/2, $Q = 8$ Viterbi decoding.](image-url)
A. Error Probability

It should be recalled that, since the complexity of sequential decoders is relatively independent of constraint length, the constraint length is typically made quite large to provide a very small probability of undetected error. Usually the important contributor of errors is received data buffer overflow due to a computational overload. Such an event causes a long burst of rather noisy output data until the decoder reestablishes code synchronization. During this burst, the probability of bit error is that of the raw channel, perhaps \( P_e = 3 \times 10^{-2} \).

Error from a Viterbi decoder occurs in short bursts of length at most 10 to 20. Systems that are sensitive to long bursts of errors should thus use Viterbi decoding. Systems that can tolerate occasional long bursts, with an error indication provided if desired by the decoder, should consider sequential decoding.

The curve of error probability versus \( E_b/No \) tends to be much steeper for a sequential decoder than for a Viterbi decoder because of the difference in \( K \). Thus, the sequential decoding advantage tends to increase as lower probabilities of bit error are demanded, although, as before, many errors tend to come in widely separated noisy bursts.

B. Decoder Delay

Sequential decoders tend to require long buffers of at least 200 bits and as much as several thousand bits to smooth out the variations in computational load. Viterbi decoders require a path memory of at most 64 bits. Thus the decoding delay differs by up to two orders of magnitude.

C. Long Tail Required to Terminate Sequences

In time-division multiplexed systems, bursts of separately encoded data may be received at the same decoder from different sources. In these instances, it may be desirable to time share the decoder. As noted in Section III, termination of encoding can be achieved by transmitting a known sequence of length \( K - 1 \), thus causing the encoder to enter a known state. Since \( K \) is typically larger for sequential decoding, the “tailing off” of the encoded sequence can cause a significant degradation in system efficiency. The tailing off of the short constraint length codes for Viterbi decoding causes a much smaller degradation.

If time and implementation permit the storage of the decoder state without code termination, then the cost of tailing off can be ignored. The design of such a time-shared decoder remains for future work.

D. Rates Other than 1/2 and Soft Quantization

Viterbi decoders for rate 1/3 and 8-level quantization are not significantly more complex than those for rate 1/2 and 4- or 2-level quantization. The chief costs occur in the input section of the decoder as discussed in Section VI. In particular, the soft quantized data are processed in the input section and then incorporated in the branch and state metrics. No storage is required. A sequential decoder, on the other hand, must store several thousand branches of received data, each branch containing \( Q/R_K \) bits for rate \( R_K \) and \( Q \) level quantization. Although the possibility exists of gaining 0.4 dB by using rate 1/3 rather than rate 1/2 and of gaining 2 dB by using soft decisions rather than hard, these advantages are bought in sequential decoding at a formidable storage and processing cost. In general, then, practical high-rate sequential decoders are limited to rate 1/2 and hard decisions. (It is conceivable that this cost could be minimized by operating the decoder at a very high ratio of computation rate to average bit rate, thereby minimizing the number of branches required in the buffer.)

A second argument against soft quantization with sequential decoding involves the sensitivity of the probability of buffer overflow to channel variations. In Fig. 10, it was demonstrated that changes in receiver AGC of \( \pm 20 \) percent had negligible effect on the performance of a Viterbi decoder. The degradation is much more pronounced for sequential decoding, since the computational load is very sensitive to changes in channel parameters. Thus, part of the 2-dB gain anticipated for soft decisions might be lost unless great care was exercised in controlling receiver AGC precisely.

In comparing sequential decoding and Viterbi decoding, it thus appears fair to consider soft decisions only for the Viterbi decoder. Under these conditions, the efficiency advantage of a long constraint length sequential decoder is considerably diluted. Consequently, performance of a rate 1/2, \( K = 41 \) sequential decoder is no better than a rate 1/2 Viterbi decoder of constraint length 5 to 7 (depending on the speed factor, that is, the ratio of computation rate to bit rate) at a \( P_e \) of \( 10^{-5} \). The sequential decoder does show a distinct advantage for \( P_e \) of \( 10^{-4} \) or smaller.

On the other hand, building a system without receiver quantization lowers system costs, since a considerably more crude AGC may be used.

E. Sensitivity to Phase Error and Bursty Conditions on the Channel

The performance of Viterbi decoding under slowly fluctuating phase error was presented in Fig. 15. A similar calculation would indicate much greater degradation in the case of sequential decoding, since the error probability curve is much steeper. Furthermore, this estimate would be optimistic in the case of sequential decoding, since the assumption that the phase varied so slowly that errors occurred independently would probably not hold for sequential decoding. Thus, more careful design of the phase-tracking loop is indicated for a system utilizing sequential decoding rather than Viterbi decoding.

VIII. Conclusions

Viterbi decoding has been shown to be a practical method for improving satellite and space communication...
efficiency by 4–6 dB, at a bit error rate of $10^{-4}$. The successful implementation of 2-Mbit/s constraint-length-7 Viterbi decoders effectively demonstrates that the technique is well beyond the stage of being a theoretical curiosity. In fact, a major effort has been under way for the past 2–3 years with the aim of modifying and adapting the algorithm for minimum complexity implementation without sacrificing performance significantly.

In addition, Viterbi decoding has been shown to "degrade gracefully" in the presence of adverse channel or receiver conditions. In particular, the error probability does not change precipitously with $E_b/N_0$ as is the case with coding techniques that use longer codes and/or require variable decoding effort, such as sequential decoding. This ensures that performance degradation due to an imperfect phase or bit timing reference, or a slight correlation between noise samples, will be minimal. Requirements on AGC accuracy, even for soft decisions, were shown to be quite loose.

Finally the results presented here should provide the communication engineer with the information necessary to evaluate the applicability of Viterbi decoding to space and satellite communication systems with a wide range of requirements and constraints.
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