16.513 Control Systems (Lecture note #6)

* Last Time: Linear algebra review
— Linear algebraic equations, solutions
— Parameterization of all solutions
— Similarity transformation: companion form

— Eigenvalues and eigenvectors, diagonal form

A big picture: one branch of the course

Vector spaces ‘ Algebraic Eigenvalues Diagonal form
matrices equations Eigenvectors Canonical form
Modeling \Solutions to:
~ Matrix functions
=(A,B,C,D) ‘ _ — )
x =Ax+Bu;y=Cx+Du such as At

There are more branches, mainly derived from linear algebra. ,

Review: A system of equations: Ax =y

a,; ap ap, Xy Yi

A=|8n 3y A x=|%2|, y=|2

Anr A 7 Ay X Ym
mxn nxl mx1

Let the ith column of A be a,, i.e., A=[a, a, ... a,], then
X
Ax=[a1 a, an] X:2 =a,X, +a,X, +...+a,X,

X

n

The existence of solution depends on the relationship
between p(A) and p([A y])



Summary:

—If p(A) #p([A : y]) (i.e., y € R(A)), then the
equations are inconsistent, and there is no
solution

— If p(A) = p([A : y]), then 3 at least one solution
* If p(A)=p(JA : y]) <n (i.e., V(A) > 0), then
there are infinite number of solutions
* If p(A)=p([A : y]) =n (i.e., V(A) = 0), then
there is a unique solution

— For an nxn matrix, Ax =y has a unique solution
vV y eR™iff Al exists, or |A| = 0

The ranks of matrices play an important role.

Eigenvalues, eigenvectors and diagonal form

A scalar A is called an eigenvalue of AeCv ™ if 3
anonzero x € Cn, such that Ax = Ax and x is the
eigenvector associated with A.
Case 1: All eigenvalues are distinct
Theorem: the eigenvectors {v,,v,,....,v,} are LI
Let Q=[v, v, ... v,], then
7\’1
Q'aQ| !
0 0 .. A

0
A,

- O



On the other hand, if there exist a nonsingular Q and
a diagonal matrix

A, .0
A0 2 0
0 0 . A

n

such that Q' AQ = A, then A’s are the eigenvalues
of A and the columns of Q are the eigenvectors:

Q_l AQ = A = AQ:QA — AVi:ki Vi
= However, there are situations where there exists no

such Q to make Q'AQ a diagonal matrix.
= This case will be covered today.

Today: We are going to study

= Generalized eigenvectors, Jordan form
= Polynomial functions of a square matrix
= More general functions such as e?t, (sI-A)!

.

Tools for solving a state-space equation
x=Ax+Bu; y=Cx+Du
Given x(0) and u(t), for t >0, what is x(t) and y(t)?

» Next time, we will be able to do this.




Case 2: Eigenvalues with Multiplicity > 1

* What may happen when the multiplicity of an
eigenvalue is greater than 1?

— The matrix may not be diagonalizable

Example. 1 00
A=[0 1 1
1.0 0
A-1 0 0
AV =M-Al=] 0 A-1 —1[=r(A-1)
= =04, =Ay=1 boo
-1 0 0 0
(MI=A)vy =0, 0 -1 —1fvy=0, wvy=|1
10 0 -1
7
00 0 0
(LI-AW,=[0 0 —1|v,=0, vy=
1

S
—_
(e

— What is v;? Recall A,= A;=1.
— We expect to have {v, v,, v;} LI = {v,, v;} LI
— However, from p(A,I-A)=2 = v(A,I-A)=3-2=1.
— What does this mean?
— The null space of A,I-A has dimension 1;
There doesn’t exist LI {v,, v;} s.t.
(A I-A)v,= (A, I-A)v,=0
— If we take v;=kv,, {v,, v,, v4} are not LI, and cannot
be used as a basis



— Have to think something different for v, and v,
— We still choose v, as the solution to (A-A,1)v,=0
— For v;, suppose that it satisfies

(A=1yIYv3=0, (A-RAylv3#£0 ~ Different from the

previous v,

— Then (A-A,I)(A-L,1)v;=0 = (A-A,I)v,=kv, for some k

— And we can just choose v, = (A-A,)v,

— Then {v,, v,, v5} are LI (we just accept this).

— If we take Q=[v, v, v;], then A=Q'AQ can’t be
diagonal. But what does it look like?

— We need to find A such that AQ=QA. Observe that

AV2—7\.2V2—[V1 Vo V3

)\IVI o VB'
a

From (A-2,I)v, =
We have (A_A.ZI)V3 =v, 0

Avi=vy+hyvy=[v; vy Vi)
A 00 Ay
A[ﬁr1 v, V3:ﬂ=[V1 v, V3] 0 A,
0

1
Q 0 2 xloo 00 0
bAzOkz =10 1 1
0 0 2] |00 1

Not diagonal, but close

10



* For this particular example, how to get v, such that

0
2 vy
(A=2Ay0) vy =0, (A=2Ayl)v3 20 (v5#V) vy =| 1
0 0 010 0 0 0
(A=2y0Pv3=0=[ 0 0 1][0 0 1|v; 1 0 o
-1 0 —1f|-1 0 -1 A<lo 11
0 0 0 1 -1.0 0
= _1 0 _1 V3:>V3: 0 7\‘]:0’7\’2:7\‘3:1
1 0 1 -1

0 0 011 0
vo=(A=2Ivz=[0 0 110 |=[-1
-1 0 —1f|-1] |0

0 0 1 -1 0 -1
Q=[v; v, vi]=[1 -1 0| Q'=|-1 -1 -1
-1 0 -1 1 0 0

000 [M 0 0

K:Q‘AQ:[O 1 1}_ 0 Ay |1
001 0 0 Ap|~asexpected

= This example just show the complexity that may
arise when we have repeated eigenvalues.

» To handle such a situation systematically, we need
to define the generalized eigenvectors.



Definition. A vector v is a generalized eigenvector
of grade k associated with A if

(A-ADfv=0, but(A-A)v=0
Denote v, =v,

Vk-1 = (A - KI)V = (A — KI)Vk, AVk =Vt }\.Vk
Vs =(A- M)2 v=(A-M)vy_[, AV =Vi_o + AV
vi=(A- M)k_lv =(A-Al)v,, Avy =vi+Avy
(A=A)vy =(A-AD)¥v =0, Avy =Av,
— What is the new representation 0
w.rt. {v,, v, ., Vi }? 1€, 1o a 0
- A=
Alv vy ..o vi]=1[v v,y ... Vi JA Do 1
0 0 A
13
A Jordan block
. _|6 -4 _A-6 4 |_ A
Example: A—[g _6} A(X)_‘_g a6 =R M=, =0
6 -4 Only one LI v
A-nI=[§ o] PA-AD =LA AD=2-1=1 (v
] ] 5 Have to use
First pick v, such that (A-A,I)*v,=0, but (A—X;I)Vz;tO generalized
Need (A—MD?v, =0. (A=2D)? :[6 :4} —o  cigenvectors.

9 -6

v, can be anything but (A-A,I)v,=0!

Pick v, = m then v, = (A4, I)v, = m

Q=l[v, V2]=|:§ ﬂ, le[—sl _12}

meono-[3 45 <3 0 -5 4] v



An alternative approach: A= [g :‘6‘} A = ‘X—6 4

A-KII:[S :‘6‘}, p(A-AD) =1, v(A-AD)=2-1=1

Need to find v,, v, such that (A-A;I)v,=0 and (A-A,I)v,=v,
You can also fine v, first, then solve (A-A,)v,=v, to get v,.

6 -4 2
(A-MDv, = 9 -6 v,=0, v,= 3

b 3
From (A-ADv,=v, = vV, =
9 -6
1/3 0 1
v, = , , T
0 -1/2 1
2 1/3 2 0 21
0= , or , or
L 0} L’ 1/2} L 1}

_ 0 1
A=Q'AQ= [0 0} for any of the above Q

2

3}, v, not unique

Example: Find Jordan form for A4; =

1 1 0
0 0 1]
0 0 1
It is easy to see that the eigenvalues of A; are

11 = Az = 1, A3 =0
Does the matrix have generalized eigenvector for 14, 1,7
Let us check the nullity of A; — A4/

0 1 0
Al _/11[ =10 -1 1 5 Tdnk(Al _A]_I) = 2,
0 0 O

NA,— M) =3-2=1
Cannot find two LI eigenvectors for 44,4,

Must have generalized eigenvectors for 14, 1,

—92 — —
“9 ptg = M=h=0



Need to find v4, v,, such that
(A4, — A4 Dvy =0, (A — A1 Dvy = vy

A1:

1 1 0
0 0 ll
0 0 1

A‘l=/12=1’ 2.3:0

Approach 1: Find v, first, then let v; = (4; — 411V,
1% should SatiSfy (Al - /111)2172 =0, (Al - 111)172 #0
v, € N((A; —21D)?%), v, & N(A; — 441)

0 1 0 1

Ay — M = [0 -1 1], Basis for the null space: [Ol
0 0 O 0

0 -1 1
(A — 1 D? = Io 1 -1
0 0 0

1 0
. Basis for the null space: [Ol [1l
0 1

0
Pick v, = |1
1

1
» Thenv; = (A4, — 4, Dv, = [%l Q=[v1 vz V3]

1 1 0 1
For V3, (A]_ - /13[)1]3 =0, vy = [_1| —[0 1 —111
0 0 1 017

1 1 0
A1:0 0 1] 11212:1, 13:0
0 0 1
1 0 1
Q=[vn v2 V5] —[0 1 —1]
01 O

What is A = Q~1AQ?

Based on the property of generalized eigenvalue, must have
A 10 110
A =0 A 0=|0 1 ol

0 0 0

0 0 A
Did I get everything right? Check if A;Q = QA;?

11 0][1 0 1 11 0
A10=[001H01—1l=lo1ol

00 1llo 1 o 010

10 171 1 0 110 v
QAI=I01—1H010]=l01ol

o1 ollo o o 010 I8



1 1 0
0 0 1 /11=/12=1,/13=0
0 0 1

Need to find vy, v, such that A =
1=

(A = 41 Dvy; = 0,(A; — 41 Dv, = vy
Approach 2: Find v, first, then solve (4, — A, 1)v, = v, for v,.
v; should satisfy (A; — A1)v; =0

0 1 0 1 U3 = _1
Ay — A1 =10 -1 1|, Basis for the null space: |0 0
0 0 O 0

1
Letv, = [Ol v, needs to satisfy (4; — 1, D)v, = vy
0

0 1 0 1 0 x

0 -1 1]v2= Ol, v2=[1l orv2=[1] for any x Q=[vi v2 V5]

0 0 0 0 1 1 1 x 1
11 01[1 x 1 “lo 1 -1

A1Q=[0 0 1]0 1 —1] 1 x+41 0 01 0
0 0 1llo 1 o =lo 1 o

O ox 1'{110} [0 1 ol v

QA =10 1 -1|]0 1 0
01 ollo oo 19

Theorem. The generalized eigenvectors associated with
a particular eigenvalue are LI

Theorem. The generalized eigenvectors associated with
different eigenvalues are LI
— The eigenvectors and generalized eigenvectors span C"
— A good basis ~ A is the Jordan Canonical Form

Ly0y) 0 0 0 0 0o
0 Lp(y) 0 0 0 0
0 0 Ly(y) 0 0 0
0 0 0 Ly(,) 0 0
0 0 0 0 Ly (Ay) 0
o 0 0 0 0 Lop(hm),
A 1.0 (A0 =ua- AJ=T10.—2,)")
L doro i
o1 20
00. %

10



For the same eigenvalue A, it may have more than
one Jordan blocks such as

4.0 0 0 0 0
0 4 1 0 0 0
00 4 0 0 0
0 0 0 4 1 O
00 0 0 4 1
(0 0 0 0 0 A4

* Another case:

— A matrix with repeated eigenvalues could still be
diagonalizable

21

Example.

1 0 -1 A-1 0 1
A=[0 1 0] A= A-1 0 |=(h=12(r-2)
00 2

oS O

A=11,2.

0 0 1 1 0
A=1: (in—A)ViZ 0 0 O Vi:0 =V = 0,V2= 1
0 0 -1 0 0

~ 2 LI eigenvectors! ©
-1 0 -l 1 1 0 0
A=2:/0 -1 0|v=0 == A=lo 1 o
0 0 0 -1
0 0 2
— A is diagonalizable even with repeated eigenvalues.

22

11



In summary, we have the following cases:

= All eigenvalues of A are distinct = diagonalizable
= There are repeated eigenvalues,

e.g., A, with multiplicity k.
* If v(A-A, )=n - p(A-A, D)=k,

there exist k LI solutions to (A-A, [)v=0 and they
are all eigenvectors.

If this is the case for all repeated eigenvalues
— diagonalizable

o If v(A-A, D=n - p(A-A; ) <k,
there exist generalized eigenvectors,
— not diagonalizable, there exist Jordan blocks

23

Today: Linear algebra (continued)

= Generalized eigenvectors, Jordan form
» Polynomial functions of a square matrix
= Exponential function of a square matrix

Vector spaces Algebraic Eigenvalues Diagonal form
matrices equations Eigenvectors

Canonical form

Modeling

Solutions to:
=(A,B,C,D)

. Matrix functions,
‘X=Ax+Bu,y=Cx+Du such as et

24

12



Functions of a Square Matrix

Polynomials of a Square Matrix

Example. A:{O 1}
-3 -4

What is A'? A2 A3? A" A1=A=[ 03 141

5 0 170 17 [-3 -4
AZ=A-A= : =
-3 —4||-3 -4| |12 13
; , [0 17[-3 -4] [12 13
AS=AAA=A-A*= : -
3 —4||12 13| |-39 -40

AY =1

25

— In general, suppose A: C* — C»
c A=A A2=AA A=AAA
e Ak=A.A--A  kterms, k> 1
e A0=1

— Let (1) be a polynomial, e.g.,
fM) =503 + 402+ Th -2

What is f(A)?
— f(A)=5A3+4A2+7A -2A0

12 13 -3 -4 0 1
=5 +4 +7 =21
[—39 —40} {12 13} [—3 —4}

[ 46 36
1-168 -178

26

13



— Is there an easier way to compute f(A)?

— Would the process be easier for a diagonal or block
diagonal matrix? How to proceed?

A=QAQ™. A”= [oaQ”)eae™)- oA’
A= [0aQ ' (eaQ)= (ea%e " foaq™ )= oa’e™
Ak —Qakg™!
f(A) = 5A3 + 4A2+ TA - 2A°
=5QA%Q ! +40QA2Q ! +7QAQ ! 21

—Q[SA*+4A*+7A-21Q ' = Qf (K) Q"

27

Example (Continued) A:[_()} _14}

M= Lh, =3 A= Y ! !
:—’ :—’ = N = , Vv =
! 2 0o -3 17 2723

Q=(v; V1)={1 1} Q_1=;1__3 _1}

21 1

f(A)=Q(5A* +4A* +7A-21)Q "

oo o sl Sl
0 -27] 0 9] [0 -3

__1{1 1“—10 0 M—s —1} _[46 56}

20-1 =3]l 0 —-122]| 1 1 ~168 —178

~ as expected
28

14



* In general,

()= ZosA' = Za(QAQ ') = L0QA'Q"

- Q(Za A jQ‘l —m

— Advantages to use diagonal or Jordan canonical form?

_[A; 0 A o] AF 0
TN e N I ) -
0 A, 0 A3 0 AS

fA)=ToAl = vo| AT O |- [fA) 0
i i [0 A 0 f(A,)

29

Cayley Hamilton Theorem

= AN+l ot a,

A(x)=|x1—A|=ﬁ(x/ 91
4
AR =[[(A-LI)" = A"+ A" +---+a,1

i=1
— There is something special about A(A).
— First consider a diagonalizable A.

ARZ) O 0 0
. 0 AR 0 0 |
A(A)=QAA)Q =Q 0 0 0 Q" 0

0 0 0 AQ,)

This 1s true even if A has Jordan blocks.

Cayley-Hamilton Theorem: A(A) =0

30

15



We only need to consider a Jordan block. For example,

Co 010
0 ] - {001];&0
0 A 000

1

0

0

0 01 0|0 0 1

0 020 (A, -1 =0 0 1//0 0 0|=0
0 0 0 0|0 0 O
For a n; xn; Jordan block A,, (A—AD)"=0

Note A(A,) = H(Ki - le)nj contains the term (Ki - kil)ni
]

= AC

A=

0
0
(A; 1) {0
0

A) 0 0 0
— 0 AR, 0 0 .
aw-eame'-q | 01T lgr-o
0 0 0 AQA)

31

In summary:
Let AW)=[A-A|=TI(A-1,)", AA)=TI(A-rI)",

Have AV =A"+a A" +a, "7 +..+a,,
AA) =A™ + 0, A™ + @, A™ 4.+,

Conclusion: A(A)=0

Implication:
A" =—g A" -0, AV —..—a],
= A" can be expressed as linear combination of 1, A,A2,
LAY
= Inductively, A* can be expressed as linear combination

of these terms for all integer k
= Furthermore, all polynomials of A can be expressed32so.

16



— Any polynomial of a square matrix can be expressed as a
polynomial of the same matrix of degree n-1

— If there is a polynomial y(L) of degree m < n such that
W(A) = 0, then any polynomial can be expressed as a
polynomial of degree m-1

— The minimal polynomial y(A) of A is the monic
polynomial (with highest power coefficient = 1) of least
degree such that w(A) =0

33

Example: Motivation for a general problem.

2 3
A= {0 J, f(0) =23 Find f(A) = A®

— How to solve this problem?

}=a—na—n

— We should be able to represent f(A) as
A = Byl + B,A = g(A)
~ Much easier to compute
— Whatis B,? ,? How to obtain them?

— A general problem: Find g(A) that is equivalent to f(A)
but simpler to evaluate

A=2 =3

Am{ 0 -1

34

17



—Under what conditions would f(A) = g(A)?

Theorem. Given AeC™™ and a polynomial f(A). Let the
distinct eigenvalues of A be A, 1=1,2,...,m, each with
multiplicity n;, (n,+n,+...+n,=n). Let

g(A) =By +BA+--+ ﬁn—lknil
Then f(A)=g(A) iff

fO(h) = g® (A),1=0,1, .0, -1,i=1, ., m

d"f (&
where £)(1,) _dTre) FOO,) =0,
d\/ -
Under the above condition, the coefficients 3,’s can
be determined 35

Definition. {f®(%),/=0,1,.,n,-1,i=1,.., m} are
called the values of f on the spectrum of A

— Any two polynomials having the same values on the
spectrum of A define the same matrix function

36

18



Example (continued)

2 3
£f(L) =23 Find f(A) = A®® for A = {0 }

1
A-2 -3
A(x){ . x_J:(x—z)(x—l), A =2,y =1

fO0) =25 =2%, 00 )=385 =185 -1

— What is a good g(A) =B, + B,A ?
gO) =By + Biry = By + 2B,
gO0) =By + By = By T By
f and g having the same values on the spectrum of A requires
gO() =fOr)) > B, + 2, =2%
gO0y) =fO,) > B+ B, =1
B, =2%-1,B,=2-2% = gh)=(2-2%)+ (2% -1)A

37

g(A)=(2-2%)1+(12% -DHA

[2-2% 0 }{2(285—1) 3(285—1)}

0 2-2% 0 (285—1)
285 3035 -1)] _[3.86856x10% 1.16057x10%
L0 1 0 1
— /&e way to compute f(A): \

» Form A(A) , and find {A.} and {fO(X))}
« Construct an (n - 1) order polynomial

g(A) =By + BA + A2+ .. + B, A

s.t. fand g have the same values on the spectrum of A:
g®y) = FOW), forall 1,i

\* ) =g(8) _J

19



, o 1
Example: Compute A% for 4 —[_1 _2}

In other words: Given f(A)=A1%, find f(A).
First, A(A)=(A+1)?
A has one distinct eigenvalue A,= -1 with multiplicity 2.

Let g(A)=B,*B;A, on the spectrum of A, have
Note:

fl-D=g(-D = (D" =B, -B;; f1(2) = 10027
f'(-1)=g(-1) = 100(-1)” =B, 9B =

=) B, =100, B, =1+B, =-99 = g(4) = -99 1001

A" = f(A) = g(A) =Bl +B,A

w_a[1 0].a[0 17_[-199 —100
A ‘30[0 1}*31[-1 -2}‘[100 101}

39

1 10
Example: Compute Ak, k>3 for A= [0 1 1]
0 01

A has eigenvalue A,=1 with multiplicity 3.
Consider f(A) = A%, g(L)=B+B,A+B,A2

f(1)=g(1) = ()" =B, +B, +B;;
f'(1)=g(1) = k=P, +2B,;
f'M)=g"(1) = kk-1)=2p,

=2k -k?;

B, :k(k-l), B, =k-2x
) 2
B, =0.5k* —1.5k +1

= g(2) = (0.5k> 1.5k + 1)+ 2k —k*)A+

k(k-1)
2

k(k-1) 32
2

40
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a(2) = (0.5K% =15k + 1)+ 2k — k2 h + <Dy

o(A) = (0.5k —1.51<+1)1+(21<—1<2)A+@A2

1 1 01 10 1 21
A=0 1 1[|x[0 1 1|=[0 1 2
0 0 1]1]0 0 1 0 01

0 01

110
g(A)z(O.Skz—1.5k+1)I+(2k—k2)[0 1 l}k(k-l)

1k k(k=1)/2
=0 1 k
0 0 1

1 k kk-1)2
) AF=f(A)=gA)=|0 1 k
0 0

1

S O =
S O =

Example: Compute Ak for A {

—_ = O
|

42
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General Functions of a Square Matrix

» Polynomials of a square matrix are naturally defined.
How about non-polynomial functions?

 Suppose f(A) =¢€*, sin A, or 1/(s - 1). What is f(A)?
» Two definitions

— By means of a polynomial g(A) having the same
values on the spectrum of A

— By Taylor expansion
» These two turn out to be equivalent.
« We will have a lot of discussions on f(A)=eA.
The solution of a LTI system relies on this function.

43

Definition: Given AeC™n . Let the distinct eigenvalues of A
be A;, i=1,2,...,m, each with multiplicity n,, (n,+n,*...#n,_ = n).
Let f(A) be a general function with {fO(X,)} well defined.
Suppose that g(A) is a polynomial satisfying

fOA) = g® (A),1=0,1, .n-1,i=1,.,m
Then f(A) = g(A).

Generally, g is a polynomial of degree n-1.

Example:  f(])=e™. Find f(A)=e with A = [l y 2}

1 4
-2, o -
A(k)_{_l x—J—k Sh+6=(-2)(L-3)
AM=2,A,=3
fOQ)) = e, fOR,) = e 44

22



— Now let g(») =B, + B,
gO() =By + 2B, =¢* (=)
g0y =By + 3B, =& (=)
B, =e3-e2, B,=e-2p, = 3e-2e
— g(0) = (3e2-2e3) + (- &2 + e
f(A) = g(A) = (3e2t- 23] + (- €2t + e3)A
_(362t —2e3t)+ (—ezt +e3t) —2(—6:2t +e3t)
L (— et +e3t) (36:2t —Ze3t)+ 4(— et +e3tﬂ

e et

~ 22t _ o3t 262t_ze3tj| Al

45

 Steps to calculate f(A) given f(A) and A:
— Form A(A) , and find {A;} and fO(X,)
— Construct an (n - 1)™ order polynomial
g(L) such that g”(),) = fO(L,) for all i and /
— f(A) =g(A)

Definition 2. Let f(A) = X._,* oAl with the radius of
convergence p. Then

f(A)=Z_,“aAl
if [ < p for all j.

* [t can be shown that Definitions 1 and 2 are equivalent

46
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Example. Find et for a diagonal A and for A in
Jordan canonical form

0 thk 0 Aktk
f)=eMt= ¥ 2 f(A)= Y
k=0 k! k=0 Kk!
A0 .0 7% S R
0 A . 0 k
A=l A= O
0 0 . 2y 0 0 .
Mtk At
ZT 0 e’ 0
f(A) =] - ; e
Xnt 0 eknt
0 -2 k!

47

« Now suppose that A is a Jordan block. Find eAt

M 1 0 0 Derivative with
0 1 fn) =e™, < | respectto A, not t.
_ 1
A=lo 0 a1 fFON) =", fO0) = te",

0 0 0 N fOn) =t%™, fO0) =t

— A(A) = (A - A)*, with &, of multiplicity 4
fO,) =M, (L)) = teM!
) =teMt, B0 =teMt

— 8 =PBo + BiA - )+ Byh - ) + By (A - Ay
gl =By=eM" (=10,
gD =B, =t (=DQ,))),
go(h) = 2B, =ttt =)L),
g = 6B =t (=)

48

24



By =M, B, = teht, B, = t2eMl/2, B; = t3eh6
— g(A) =eMt+ teMi(h - A)) + t2eMi(h - A)22 + teMi(A-A,)3/6
— f(A) = g(A) = eM T+ tert(A - A, T) + t2eMt(A - A, 1)¥/2 +
teri(A - A, 1)3/6

0100 0010
0 010 0 0 0 1
A-\I= ., (A=nIP =
0 0 0 1 0 0 0 O
0 0 0 O 0 00 O
0 0 01 et e tleM/2! tleM /3!
(A1 1)3 |00 00 A 0 e teM tleM/2l
710 0 0 0 0 0 e te
00 0 0 0 0 0 eht

Components: tkett, 0 <k < n-1

49

» For lower order submatrices of

1] o] 07

0 Al 10
A=

0 0 A I

0 0 0

leM | teM tzem/Z! t3e?”t/3!
0 &M te tze“/2!
0 0 et te
0 0 0 eM

At _

* For higher order matrices, you can extend from the

pattern
50



* For matrices in Jordan canonical form

_ [A, 0 N At
0 Ay 0 eh2t

» For a general matrix A:
A=QAQ™!
£(A)=f(QAQ ™) =Qf(A)Q™
QAL _ Q eKtQ—l
» The similar transformation makes things easier.
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111
010

AAD)=AA=-2)(A+]), 4, =-1,4,=0,4,=2
Approach 1: through the diagonal form.

1 1 1 12 =2 271 _ [-100
Oo=|-1 0 2|,0'==[3 0 =3[, 4=/0 0 0
1 -1 1 6|1 2 1 0 0 2

2

3

1

) 1 1 1)fer 0
e =00 =[-1 0 2|0 1
1 -1 1]/0 0 &

Example: Compute eAt for y [0 1 0]

—2e7 +2e¥  2e7 +4e*  —2e +2e*
2¢" —3+e* —2e" +2e* 2e +3+e*

[2e’ +3+e* —2e' 42 27 -3+ ez’]
6

52

26



A= AA=2)(A+1), 4, =—1,4,=0,4, =2
Approach 2: through the values of f(L) = e at the spectrum of A.
Let g(A)=aA*tbA+c,

gh)=a(-1 +b(-)+c=e"" = a-b+c=e" a=Q2e " =3+e*)/6
g,)=a(0)’ +b(0)+c=e"' = c=1 > b (-de +3+e?)6
gy =a(2)’ +aR)+c=¢"" = 4a+2b+c=e” c=1

010 01 0f0 1 O 1 11
A=1 1 1|, 4A*=1 1 1|1 1 1|=|1 3 1
010 010010 1 11

_ 2|1 1 1 At 2v/0 1 0 1 00
eAt=M131+M111+010
6 111 01 0|/ ]0 0 1

—| =2 +2e%  2e +4e¥  —2e' +2e*
6|2¢" —3+e¥ —2¢"+2e¥ 2e' +3+e¥

1 [2e’ +3+e¥ —2e'+2e¥ 2" -3+ ez’]
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Next Time:

* Properties of eAt;
 Solution to a continuous-time system

x=Ax+Bu; y=Cx+Du

* Solution to the discrete-time system
x[k+1]=A[k]+Bu[k]; y[k]=Cx[k]+Du[k]
» Equivalent state equations

* Dealing with complex eigenvalues

54
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Homework set #6

1. Find Jordan-form representations A and transformation
matrix Q for the following matrices:

105 1 12 2 11 -
A=[0 3 0|, Ay=[-1 3 0|, A,=2 0 -1].
2 -1 0

-1 201 -1 -1 -2
2. Consider the matrices in Problem 1. Find a;, 5;, 7,1 = 1,2,3
such that A{( =aq; + ﬁiAi + ]/lAlZ

3. Let f(A) be a polynomial. Suppose that v is an eigenvector
of A with corresponding eigenvalue A, show that v is also
an eigenvector of f(A) with corresponding eigenvalue f()).

Note: Show the detailed procedure.
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4. Compute eAt for the following matrices:

2 0 -2

4 0 3 -1
A=l L ME|] g A2 2
2 0 3

56
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