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#### Abstract

This paper examines a single-stage production system that manufactures multiple products under deteriorating equipment conditions. The machine condition worsens with production, and improves with maintenance. The condition of the process can be in any one of several discrete states, and transitions from state to state follow a semi-Markov process. In many production environments, the quality or yield of output depends heavily on the condition of the production process. The problem considers the trade-offs between manufacturing products that have a higher profit, a longer processing time, and therefore, a higher deterioration probability versus products that have a smaller profit, shorter processing time with a lower process deterioration probability. The firm needs to determine the optimal production choice in each state in a way that maximizes the long-run expected average reward per unit time. The paper makes three sets of contributions. First, it introduces the concept of critical ratios for the firm's manufacturing decision at each state regarding whether to switch from one product to another. Second, through the use of critical ratios, the main result shows that the optimal production choice for each state can be determined independently of the actions taken in other states, despite the complex interconnections between the production decisions and state transitions. Third, the paper provides generalizations that illustrate the depth, scope and richness of the proposed solution technique by extending the model in the number of machine states, to settings where maintenance is performed in intermediate states, and to settings where transition probabilities are influenced by both mean and variance of processing times.
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## 1. Introduction

This paper studies optimal production decisions for a manufacturing system that produces multiple products under deteriorating equipment conditions. In many production environments, the quality or output yield depends heavily on the condition of the production process. Traditionally, researchers exploring the connections between process condition and yield have focused on quantity, i.e., how large should be the production batches given that some fraction of the finished units will be defective. In contrast, this paper considers the question of which product should be produced depending on the process condition.

We consider a single-stage manufacturing system that produces multiple product types. The condition of the system deteriorates with production, and the quality (yield) of the final output is a function of both the process condition and the product type. In environments as diverse as semiconductor wafer manufacturing, pharmaceutical manufacturing and optical lens production, the process condi-

[^0]tion deteriorates over time and reduces the amount of yield. The goal of the production manager is to determine the optimal production decision, i.e., which product to produce, in each equipment condition. When the process reaches the worst state, the manufacturer performs maintenance and returns the equipment to its best state.

The process condition deteriorates differently according to which product is being produced. In the motivating example, we consider a semiconductor wafer manufacturer who is concerned with the production of two products: a high-end and a low-end technology product. A high-end product typically has more circuitry per unit area on the computer chip than a low-end product and therefore requires a longer processing time. As production takes place, the equipment becomes more contaminated, resulting in a higher level of process deterioration. It is expected that a high-end product will earn more revenue than a low-end product. However, the higher circuit density means that a high-end product will have a lower yield than a lowend product for a given process condition (i.e., level of contamination). Furthermore, the longer processing time of a high-end product increases the likelihood of process deterioration. Therefore, the manager's trade-off at each
equipment condition is: produce the high-end product and earn a higher revenue but increase the risk of process deterioration versus produce the low-end product and earn a lower revenue but reduce the risk of process deterioration. Although the high-end product brings in more revenue per unit, it also increases the likelihood of more frequent maintenance, and thus will increase the overall maintenance cost.

The main focus of this research is to identify the structural properties of the optimal production policy. The study characterizes all potentially optimal solutions and determines the conditions that make them optimal.

The paper makes three sets of contributions. First, it introduces the concept of the critical ratio of revenues, under which the decision-maker is indifferent in her/his choice of the product to be manufactured. Thus, it is sufficient for the firm to compare the revenues of products in each state with the critical ratio of the state in order to determine the optimal production policy. The critical ratios have significant managerial implications because they enable the manufacturer to evaluate analytically the reservation price of a product, i.e., the minimum that she/he needs to earn in order to justify the profitable production of this product over other products. Owing to the fact that machine deterioration probabilities change with the production choices made in all states, it is unexpected to have separable optimal production decisions for each state. A rather surprising and counter-intuitive result, the second set of contributions shows that despite the interdependencies between processing times, machine deterioration probabilities and production choices, the optimal production decision in a state can be made independently of the production choices made in other states. The third set of contributions involves generalizing the problem to more complex settings and illustrates the depth and richness of the proposed solution technique. When the problem is extended in the number of states describing equipment condition, for example, the number of potentially optimal policies increases dramatically. In our approach, however, the decision-maker needs to evaluate only one additional set of critical ratios for this new state in order to determine the optimal production policy. In another extension, when maintenance is allowed in intermediate states, we show the condition that when it is optimal to perform maintenance in a state, then it is optimal to do so in all of the following (worse) states. It is then proven that the general problem with many states can be reduced to a problem setting that considers the maintenance action only in the threshold state and production in prior (better) states. The final extension illustrates how these critical ratios can be evaluated in more complex settings: first when both the mean and variance of the processing times influence machine state transition probabilities, and then in the absence of a functional relationship between processing times and machine deterioration probabilities.

The results of the paper have both operational and managerial implications. Operationally, they facilitate the development of intuitive and easy-to-implement policies. Man-
agerially, they shed light on decisions regarding product mix, pricing and process technology.

## 2. Literature review

A great deal of research has been performed on production systems with variable yield. Readers are referred to the extensive survey by Yano and Lee (1995) for a complete review of the various issues and approaches used to study such problems. The research that is most relevant to our problem is the subset of variable yield models that explicitly accounts for the interaction between process condition and yield. The first models in this area are Porteus (1986) and Rosenblatt and Lee (1986). In both of these papers, the classical Economic Manufacturing Quantity (EMQ) model is extended to account for changes in the process condition. Specifically, the process begins in an "in-control" state with perfect production quality, and after some time, shifts to an "out-of-control" state in which some fraction of production is defective. The process state is observable only at the end of a production run. Both papers show that the optimal production quantity is smaller than the quantity resulting from the traditional EMQ approach.

Many variations of these early models have been pursued. Some models examine different cost structures that depend on when defective items are detected (Lee and Rosenblatt, 1989; Lee and Park, 1991). Other models allow inspections (i.e., observation of the process state) during production, and the decision about when to inspect is optimized along with the production quantity (Lee and Rosenblatt, 1987; Porteus, 1990; Kim et al., 2001). The problem has also been extended to incorporate various aspects of maintenance and reliability such as preventive maintenance (Zequeira et al., 2004), machine failures (Makis and Fung, 1998; Boone et al., 2000) and imperfect maintenance (Ben-Daya, 2002).

All of the aforementioned models only consider singleproduct systems or treat all products the same way. While this may be appropriate in some contexts, in many environments different products will be affected differently by the equipment condition. For example, leading-edge technology products are more sensitive to the process condition. The case of multiple products where the yield depends on the equipment condition was first examined by Sloan and Shanthikumar (2000, 2002). However, both papers assume that the processing times are equal for products, resulting in equal machine deterioration probabilities. Thus, the machine deterioration probabilities do not depend on the choice of the product. Sloan and Shanthikumar (2002) applies the results of the earlier paper in a heuristic fashion to a multi-stage environment. Products make multiple visits to each workstation (referred to as "layers"), so the total manufacturing time of different products may be different. However, the processing times at each station are assumed to be the same, so even though
one product may require 20 visits to each station (i.e., 20 layers) and another product requires only ten visits to each station (i.e., ten layers), the model only accounts for this difference with respect to the expected rewards, and not with respect to the processing times or transition probabilities. As we shall see in the forthcoming model section, these differences between products play an important role in determining the optimal production policy. Although they derive sufficient conditions on the rewards that ensure monotone production policies (i.e., policies that call for the production of high-end products in better states and low-end products in worse states), they fail to provide any structural results regarding the optimality conditions using differing processing times and transition probabilities.

Our paper departs from earlier studies in two ways. First, products are differentiated not only based on their yield (and reward) but also based on their processing times and their impact on the equipment deterioration process. Therefore, for a given state, the transition probabilities vary according to the product choice. Second, while the majority of previous research has been focused on the question of how much to produce, this paper investigates the question of which product to produce. In addition, those papers that do investigate which products to produce only consider sufficient conditions for optimality of certain types of policies, such as monotone policies. Our work is a significant generalization of these papers as it develops the necessary and sufficient conditions to characterize all forms of optimal policies (monotone and non-monotone), while capturing the complex interdependencies between processing times, deterioration probabilities and rewards.

## 3. The model

This section presents the model used to prescribe the firm's production decisions in a single-stage manufacturing system. The firm can produce multiple products, indexed by parameter $k=1,2, \ldots, K$, corresponding to a total of $K$ products. The equipment condition deteriorates as production takes place. Each product influences the process deterioration differently, therefore, the firm's objective is to determine the set of optimal production decisions that maximize the long-run expected average reward. The analysis of this section isolates the impact of varying expected processing times on the machine deterioration under equal variances (in processing times); the case of unequal variances is examined in Section 4.

The equipment condition is described by a set of $N$ discrete states, and is indexed by $i$ (and $j)=1,2, \ldots, N$, where $i=1$ represents the best state and $i=N$ represents the worst state. At each decision epoch, the firm is forced to make a two-part decision: first, whether to produce or maintain; and second, if production is picked, which product to produce. When the firm chooses to produce, the action is denoted by variable $a \in\{1,2, \ldots, K\}$, and when the firm decides to maintain the equipment (so that the process returns
to its best state) is represented by $a=m$. The time required to perform action $a$ is a random variable with mean $\tau_{a}$ and variance $\sigma_{a}^{2}$.

The transition probability for the process is denoted as $p_{i j}^{a}$, corresponding to the probability of the equipment being in state $j$ at the next decision epoch given that at the current epoch the machine is in state $i$ and action $a$ is taken. It should be observed here that the transition probabilities are defined in such a way that the machine condition generally gets worse while producing, but would not move to a better state. More precisely, the transition probabilities for production actions $(a=1,2, \ldots, K)$ are defined as follows:

$$
p_{i j}^{a}\left\{\begin{array}{l}
>0 \quad \text { for all } 1 \leq i \leq j \leq N, \\
=0 \quad \text { for all } j<i, \\
=1 \quad \text { for } j=i=N
\end{array}\right.
$$

For the maintenance action (corresponding to action $a=$ $m$ ), the equipment returns to the best state with probability one:

$$
p_{i j}^{m} \begin{cases}=0 & \text { for all } 1 \leq i \leq N \text { and } 2 \leq j \leq N, \\ =1 & \text { for all } i=1, \ldots, N \text { and } j=1 .\end{cases}
$$

It should be noted here that even though the transition probabilities defined as $p_{i j}^{a}$ refer to the machine state only at decision points, the equipment condition can change between decision epochs. For example, even if production is commenced in state 1 , the machine condition may deteriorate significantly during production, before the action is completed.

The process deterioration probabilities are impacted differently by the choice of production action $a_{i}=1, \ldots, K$ in each state $i$. It is the motivating argument of this paper that the longer the expected production time for a product, the higher the deterioration probability for that action. Therefore, the relationship between the process deterioration probabilities of two different products, products $k$ and $l$, is defined as a function of the relative values of the expected (mean) processing times and the variance in processing times (denoted by $\sigma_{k}^{2}$ and $\sigma_{l}^{2}$ for products $k$ and $l$, respectively):

$$
\begin{equation*}
p_{i j}^{k}=c \beta_{k, l} p_{i j}^{l}+\varepsilon_{i j}^{k l}\left(\sigma_{k}^{2}, \sigma_{l}^{2}\right) \text { for all } 1 \leq i<j \leq N, \tag{1}
\end{equation*}
$$

where $\beta_{k, l}=\tau_{k} / \tau_{l}$ is the ratio of expected production times for products $k$ and $l, c$ is a constant that indicates how the deterioration probabilities change vis- $\grave{-}$-vis the ratio of expected processing times and $\varepsilon_{i j}^{k l}\left(\sigma_{k}^{2}, \sigma_{l}^{2}\right)$ is the functional term representing the impact of the variances on processing times. When $c>1$, the deterioration probability for product $k$ increases at a rate faster than the ratio of expected processing times, and when $1 / \beta_{k, l}<c<1$, it increases at a rate slower than the ratio of expected production times. The difference between the variances of the two products also influences the transition probabilities, and this is expressed by the function $\varepsilon_{i j}^{k l}\left(\sigma_{k}^{2}, \sigma_{l}^{2}\right)$. The value of $\varepsilon_{i j}^{k l}\left(\sigma_{k}^{2}, \sigma_{l}^{2}\right)$ can be positive or negative, corresponding to an increment or reduction in the transition probability, and is restricted to
be such that $\left|\varepsilon_{i j}^{k l}\left(\sigma_{k}^{2}, \sigma_{l}^{2}\right)\right|<\min \left(c \beta_{k, l} p_{i j}^{l}, 1-c \beta_{k, l} p_{i j}^{l}\right)$. The term $\varepsilon_{i j}^{k l}\left(\sigma_{k}^{2}, \sigma_{l}^{2}\right)$ can be interpreted as the variance effect in the change in deterioration probabilities. In this section, emphasis is placed on the impact of the expected processing times, so it is assumed that $\sigma_{k}^{2}=\sigma_{l}^{2}$ for products $k$ and $l$, and therefore $\varepsilon_{i j}^{k l}\left(\sigma_{k}^{2}, \sigma_{l}^{2}\right)=0$. The impact of the variance effect is studied in depth in Section 4.

The choice of the product to be manufactured not only influences the process deterioration probabilities, but also the reward earned in each state. This is because each product brings a different reward in each state. As the machine deteriorates with production actions, the yield for each product decreases, leading to reduced rewards. Therefore, the reward for each product $k$ is non-increasing in the machine state, i.e., $r_{1 k} \geq r_{2 k} \geq \ldots \geq r_{N k}$.

This study examines the interrelationships and interdependencies of the three problem parameters, namely the production times which impact the machine deterioration probabilities and the rewards earned in each state with production. In order to capture the trade-offs between expected processing times and rewards, the products are rank ordered according to their expected processing times: $\tau_{1} \geq \tau_{2} \geq \ldots \geq \tau_{K}$. Thus, product 1 has the longest expected processing time, and product $K$ has the shortest expected processing time. In order to study the relationship between the rewards and the processing times, the products are assumed to have their rewards in the following order in the best state: $r_{11} \geq r_{12} \geq \ldots \geq r_{1 K}$, where product 1 (which has the longest expected processing time) provides the highest reward and product $K$ (which has the lowest expected processing time) has the lowest reward in state 1. It should be noted here that there are no assumptions made about the ordering of rewards in other states. We next define $R R_{k, l}^{i}=r_{i k} / r_{i l}$ as the ratio of rewards between products $k$ and $l$ in a given state $i$. Finally, it should be stated here that we make the mild assumption that the rewards are such that the long-run average reward for each policy featuring the production of a single product type has a positive value; otherwise this product type is not profitable and its production would not be justified.

To summarize, the time between decision epochs, the machine state transition probabilities, and the rewards earned depend only on the current state and the action taken. Thus, this scenario can be modeled as a Semi-Markov Decision Process (SMDP). A stationary policy (i.e., time invariant) induces a discrete-time Markov chain that characterizes the equipment condition at decision epochs. This is referred to as the Embedded Markov Chain (EMC). The transition probabilities defined above describe the evolution of the EMC over time; that is, $p_{i j}^{a}=\operatorname{Pr}\left\{X_{t+1}=j \mid X_{t}=i, a_{t}=a\right\}$, where $X_{t}$ denotes the machine state and $a_{t}$ denotes the action taken at decision epoch $t$.

Several approaches are available to solve this type of problem (see Howard (1960), Heyman and Sobel (1984) or Puterman (1994) for general discussions and Tijms (1986)
for SMDP-specific material). We use a policy improvement approach, which finds the optimal decision rule by starting with a reference policy and comparing it to another policy that differs by only one action in one state. To accomplish this, one must compute the expected long-run average profit of a given policy, and we denote this expected value as $E V$.

Let $\mathbf{A}=\left[a_{i} \mid i=1, \ldots, N\right]$ denote a stationary policy vector that specifies action $a_{i}$ when the machine is in state $i$. Define $\pi_{i}(\mathbf{A})$ as the stationary (or steady-state) probability that the associated EMC is in state $i$ when policy $\mathbf{A}$ is used. A unique set of steady-state probabilities is guaranteed as long as the EMC induced by a stationary policy results in a single, closed set of recurrent states. The conditions shown in (Tijms, 1986) are satisfied because the number of machine states is finite, production causes the equipment condition to deteriorate and maintenance causes the machine to return to the best state. Thus, there exists a single set of recurrent states, and therefore there exists a unique set of steady-state probabilities, regardless of the initial state of the process. Note that the stationary probability for one state may depend on the machine state transition probabilities of all other states, so $\pi_{i}(\mathbf{A})$ is a function of the entire policy vector. However, the rewards and the production (and maintenance) times depend only on the action taken in the current state; thus, they do not depend on the entire policy vector. The average reward rate of policy $\mathbf{A}$ can then be expressed as

$$
\begin{equation*}
E V(\mathbf{A})=\frac{\sum_{i=1}^{N} r_{i, a_{i}} \pi_{i}(\mathbf{A})}{\sum_{i=1}^{N} \tau_{a_{i}} \pi_{i}(\mathbf{A})} \tag{2}
\end{equation*}
$$

A policy $\mathbf{A}^{*}$ is average reward optimal if $E V\left(\mathbf{A}^{*}\right) \geq E V(\mathbf{A})$ for each stationary policy $\mathbf{A}$. The optimal action in state $i$ is defined as $a_{i}^{*}$.

The total number of policies one can generate in this problem grows significantly in the number of products and in the number of states that describe the process condition. Considering $K$ products and $N$ machine states with maintenance being performed only in the worst state, the manufacturer has to evaluate the expected values of $(K)^{N-1}$ potentially optimal policies before choosing the one that maximizes the expected average reward. The purpose of this paper is to explore the structural properties of the problem by using the approach outlined above to provide insight into the solution. For this purpose, we exploit the analytical properties of a smaller setting of the original problem with two products and three machine states. The detailed analysis of this smaller setting forms the foundation of the generalizations that follow. All proofs are provided in the Appendix.

### 3.1. The core problem

The core of the analysis regarding the optimal production choice can be developed using two products in a setting which defines the machine condition in three states. In
this simplified version of the problem, we consider policies that require production actions in the first two states (describing a better machine condition with higher yields and revenues) and the maintenance action in state 3 . Using the earlier notation, action $a_{i}=1$ refers to producing product 1 , action $a_{i}=2$ refers to producing product 2 in state $i=1,2$ and action $a_{3}=m$ corresponds to performing maintenance in state 3 . Four policies are possible in this context: $\mathbf{A}_{1}=[1,1, m]$ : produce product 1 in states 1 and 2; $\mathbf{A}_{2}=[1,2, m]$ : produce product 1 in state 1 , and product 2 in state $2 ; \mathbf{A}_{3}=[2,1, m]$ : produce product 2 in state 1, and product 1 in state 2; and $\mathbf{A}_{4}=[2,2, m]$ : produce product 2 in states 1 and 2 . Given that production is to be undertaken in states 1 and 2, we can now focus on the question of which product to produce in these two states. Although the problem can be solved computationally, the goal here is to characterize the optimal policy without explicitly solving the problem each time.

We begin our analysis by describing the steady-state probabilities for machine states. Steady-state probabilities for a policy $\mathbf{A}$ can be determined by using the machine state transition probabilities associated with the action taken in each state. Due to the fact that processing times for different products are different, the machine state transition probabilities depend on which product is produced in each state. Making use of the state balance equations for the EMC, the stationary probability for states 1,2 and 3 associated with policy $\mathbf{A}=\left[a_{1}, a_{2}, a_{3}=m\right]$, which specifies that action $a_{1}$ is taken in state 1 and $a_{2}$ in state 2 , are

$$
\begin{aligned}
& \pi_{1}(\mathbf{A})=\frac{\left(1-p_{22}^{a_{2}}\right)}{\left(1-p_{22}^{a_{2}}\right)+p_{12}^{a_{1}}+\left(1-p_{11}^{a_{1}}\right)\left(1-p_{22}^{a_{2}}\right)}, \\
& \pi_{2}(\mathbf{A})=\frac{p_{12}^{a_{1}}}{\left(1-p_{22}^{a_{2}}\right)+p_{12}^{a_{1}}+\left(1-p_{11}^{a_{1}}\right)\left(1-p_{22}^{a_{2}}\right)},
\end{aligned}
$$

and

$$
\pi_{3}(\mathbf{A})=\frac{\left(1-p_{11}^{a_{1}}\right)\left(1-p_{22}^{a_{2}}\right)}{\left(1-p_{22}^{a_{2}}\right)+p_{12}^{a_{1}}+\left(1-p_{11}^{a_{1}}\right)\left(1-p_{22}^{a_{2}}\right)} .
$$

Note that a change in one action in one state changes all of the stationary probabilities, therefore making it difficult to compare different production policies. Thus, one would not expect the optimal production choice in a state to be independent of the decisions made in other states. This motivates the investigation of optimality conditions that account for the best action to be taken in each state.

The expected value of a particular policy can be determined by plugging the above stationary probabilities into Equation (2) and simplifying:

$$
\begin{align*}
E V(\mathbf{A} & \left.=\left[a_{1}, a_{2}, a_{3}=m\right]\right) \\
& =\frac{r_{1, a_{1}}\left(1-p_{22}^{a_{2}}\right)+r_{2, a_{2}} p_{12}^{a_{1}}+r_{3 m}\left(1-p_{11}^{a_{1}}\right)\left(1-p_{22}^{a_{2}}\right)}{\tau_{a_{1}}\left(1-p_{22}^{a_{2}}\right)+\tau_{a_{2}} p_{12}^{1_{1}}+\tau_{m}\left(1-p_{11}^{a_{1}}\right)\left(1-p_{22}^{a_{2}}\right)} . \tag{3}
\end{align*}
$$

The following example identifies the "common sense" approaches that are widely used in developing solution approaches for similar problems. It demonstrates, however, that these approaches do not necessarily generate optimal policies.

Example 1. Consider the following problem with two products and three machine states. The profit earned for product 1 is $r_{11}=950$ in state 1 and $r_{21}=600$ in state 2, and the profit for product 2 is $r_{12}=600$ in state 1 and $r_{22}=301$ in state 2 . The maintenance cost is $r_{3 m}=-800$. The expected time required to produce product 1 is $\tau_{1}=2$, and product 2 is $\tau_{2}=1$, yielding a ratio of processing times $\beta_{1,2}=\tau_{1} / \tau_{2}=2$. The expected time required to perform maintenance is $\tau_{m}=2$. We let $c=0.95$, which means that the deterioration probabilities for product 1 increase at a lower rate than the ratio of expected processing times. The deterioration probabilities for product 1 are then equal to $p_{i j}^{1}=c \beta_{1,2} p_{i j}^{2}=1.90 \times p_{i j}^{2}$ for all $1 \leq i<j \leq 3$. Performing maintenance, on the other hand, returns the equipment condition to state 1 with probability one. The machine state transition probability for each action, $p_{i j}^{a}$, refers to the probability of the machine being in state $j$ at the next decision epoch given that at the current epoch the machine is in state $i$ and action $a$ is taken. Their values are

$$
\begin{aligned}
& {\left[p_{i j}^{1}\right]=\left[\begin{array}{lll}
0.430 & 0.285 & 0.285 \\
0 & 0.430 & 0.570 \\
0 & 0 & 1
\end{array}\right],} \\
& {\left[p_{i j}^{2}\right]=\left[\begin{array}{lll}
0.700 & 0.150 & 0.150 \\
0 & 0.700 & 0.300 \\
0 & 0 & 1
\end{array}\right],} \\
& {\left[p_{i j}^{m}\right]=\left[\begin{array}{lll}
1 & 0 & 0 \\
1 & 0 & 0 \\
1 & 0 & 0
\end{array}\right] .}
\end{aligned}
$$

To determine the optimal policy, one could easily substitute the appropriate values into Equation (3) for each policy, and choose the one with the highest expected value. But is there a way to determine the optimal policy without explicitly comparing all policies? One might intuit that, for example, choosing the action that maximizes the expected reward for each state would be optimal. Based on these rewards, producing product 1 in states 1 and 2 appears to be optimal using this "greedy" approach, so the optimal policy would be $[1,1, m]$, generating an expected value of 191.787 for its average reward. A second common sense approach to determining the optimal policy might be to choose the action that maximizes the expected average reward per unit time for each state. In state 1 , producing product 2 earns $600 / 1=600$ per unit time, and product 1 earns $950 / 2=475$. In state 2 , producing product 2
earns $301 / 1=301$, while product 1 earns only $600 / 2=300$. Thus, the second approach indicates that policy $[2,2, m]$ would be optimal, generating an expected value of 195.476 for its average reward.

It turns out that both of these "common sense" approaches are incorrect: the optimal policy is $[2,1, m]$ with an expected value of 196.535 for its average reward. This result is quite surprising. One would think that if product 2 is superior to product 1 in state 1 , then it would also be superior in state 2 . Similarly, if product 1 is preferred to product 2 in a worse state, then it should also be preferred to product 2 in a better state. We now turn our attention to explaining this counter-intuitive behavior by exploring the structural properties of the optimal policy.

We next introduce a solution approach that uses the comparison of the policies that feature the manufacturing of a single product, $\mathbf{A}_{1}=[1,1, m]$ and $\mathbf{A}_{4}=[2,2, m]$, corresponding to the production of only product 1 and only product 2 , respectively. The solution approach takes one of these two products as its reference product and the policy that features the manufacturing of this product in each state as the reference policy. We begin our analysis by considering product 2 as the reference product and policy $\mathbf{A}_{4}=[2,2, m]$ as the reference policy. We next investigate the conditions that make the firm switch its production choice from this reference product (product 2) to product 1 in each state. Let us first examine state 2 , the second-to-last state. Consider policy $\mathbf{A}_{3}=[2,1, m]$, which differs from $\mathbf{A}_{4}$ only in that product 1 is produced in state 2 rather than product 2 . Referring to Equation (3), this means that $a_{2}=2$ for $\mathbf{A}_{4}$, while $a_{2}=1$ for $\mathbf{A}_{3}$. Comparing these two policies determines when the firm prefers to switch its manufacturing choice from product 2 (the reference product) to product 1 in state 2.

Is it possible to find the point at which the decision-maker is indifferent between the two products in state 2? Such a point depends on the ratio of the rewards earned for each product in state 2 , and thus we refer to the indifference point as the critical ratio for the firm's decision to switch its manufacturing choice from the reference product (product 2) to product 1. We define $\underline{\alpha}_{k, l}^{i}$ as the critical ratio of the rewards in state $i$ for products $k$ and $l$ when product $l$ is the reference product. When the actual ratio of rewards in state $i$ for these two products, defined earlier by $R R_{1,2}^{i}$, is greater than $\underline{\alpha}_{1,2}^{i}$, then the firm prefers to produce product 1 rather than product 2. Otherwise, if $R R_{1,2}^{i}$ is less than the critical ratio $\underline{\alpha}_{1,2}^{i}$, then the firm prefers to keep manufacturing product 2 rather than switching to product 1 . Therefore, the comparison of policies $\mathbf{A}_{4}=[2,2, m]$ and $\mathbf{A}_{3}=[2,1, m]$ in the core problem leads to the critical ratio of rewards in state 2, and is expressed as $\underline{\alpha}_{1,2}^{2}$. Similarly, the firm can develop the critical ratio for state $1, \underline{\alpha}_{1,2}^{1}$, by comparing the reference policy $\mathbf{A}_{4}=[2,2, m]$ with $\mathbf{A}_{2}=[1,2, m]$, where the two policies differ only in the production decision made in state 1.

A different set of critical ratios can be obtained by comparing the new reference policy of $\mathbf{A}_{1}=[1,1, m]$ with policy $\mathbf{A}_{2}=[1,2, m]$ (where the two policies differ only in state 2) and with $\mathbf{A}_{3}=[2,1, m]$ (where the two policies differ only in state 1). These critical ratios correspond to the ratio of rewards that the firm prefers to switch from the reference product of product 1 to product 2 . They are denoted by $\bar{\alpha}_{k, l}^{i}$ for products $k$ and $l$ in state $i$ when product $k$ is the reference product. When the actual ratio of rewards in state $i$ for these two products (denoted by $R R_{1,2}^{i}$ ) is greater than $\bar{\alpha}_{1,2}^{i}$, then the firm prefers to keep manufacturing product 1 rather than switching to product 2. Otherwise, when $R R_{1,2}^{i}$ is less than the critical ratio $\bar{\alpha}_{1,2}^{i}$, then the firm prefers to switch its manufacturing from product 1 to product 2 .

It should be observed here that one of the two single-product policies will be preferred. When $E V\left(\mathbf{A}_{1}=\right.$ $[1,1, m]) \leq E V\left(\mathbf{A}_{4}=[2,2, m]\right)$, the firm can use $\underline{\alpha}_{1,2}^{i}$ values as its active set of critical ratios. Otherwise, when $E V\left(\mathbf{A}_{1}=[1,1, m]\right)>E V\left(\mathbf{A}_{4}=[2,2, m]\right)$, then the firm uses $\bar{\alpha}_{1,2}^{i}$ in order to choose the product to be manufactured in state $i$. We define $\alpha_{1,2}^{i}$ as the active critical ratio, and it is determined by the relative value of the two single-product production policies; i.e., $\alpha_{1,2}^{i}=\bar{\alpha}_{1,2}^{i}$ when $E V\left(\mathbf{A}_{1}\right)>E V\left(\mathbf{A}_{4}\right)$, and $\alpha_{1,2}^{i}=\underline{\alpha}_{1,2}^{i}$ when $E V\left(\mathbf{A}_{1}\right) \leq$ $E V\left(\mathbf{A}_{4}\right)$. The following proposition provides the closedform expressions for the critical ratios in each state, which correspond to the exact ratio of rewards to determine which product is preferred for manufacturing in each state.
Proposition 1. There exists a set of critical ratios for each state that determines the firm's manufacturing preference in each state:

$$
\begin{array}{r}
\bar{\alpha}_{1,2}^{i}=c \beta_{1,2}+\beta_{1,2}(1-c) \frac{\tau_{2} E V\left(\mathbf{A}_{1}=[1,1, m]\right)}{r_{i 2}} \\
\quad \text { for each state } i=1,2, \\
\underline{\alpha}_{1,2}^{i}=c \beta_{1,2}+\beta_{1,2}(1-c) \frac{\tau_{2} E V\left(\mathbf{A}_{4}=[2,2, m]\right)}{r_{i 2}} \\
\text { for each state } i=1,2, \tag{5}
\end{array}
$$

$$
\begin{gathered}
\text { and } \\
\alpha_{1,2}^{i}=\left\{\begin{array}{c}
\bar{\alpha}_{1,2}^{i} \\
>\operatorname{when} E V\left(\mathbf{A}_{1}=[1,1, m]\right) \\
>E V\left(\mathbf{A}_{4}=[2,2, m]\right) \\
\underline{\alpha}_{1,2}^{i} \\
\leq \operatorname{when} E V\left(\mathbf{A}_{1}=[1,1, m]\right) \\
\leq E V\left(\mathbf{A}_{4}=[2,2, m]\right)
\end{array}\right\}, ~
\end{gathered}
$$

$$
\text { for each state } i=1,2 .
$$

(i) When $R R_{1,2}^{i}>\alpha_{1,2}^{i}$, the firm prefers to manufacture product 1 in state $i$; (ii) when $R R_{1,2}^{i}<\alpha_{1,2}^{i}$, the firm prefers to manufacture product 2 in state $i$; and (iii) when $R R_{1,2}^{i}=\alpha_{1,2}^{i}$, the firm is indifferent between manufacturing products 1 and 2 in state $i$.

It should be observed that the critical ratios defined by $\bar{\alpha}_{1,2}^{i}$ and $\underline{\alpha}_{1,2}^{i}$ have similar expressions, however, their values are different unless the expected values of the two
single-product policies are equal, i.e., when $E V\left(\mathbf{A}_{1}\right)=$ $E V\left(\mathbf{A}_{4}\right)$. As evident from Equations (4) and (5), the critical ratios are impacted by the same set of parameters: (i) the rate that the deterioration probabilities are influenced by the increase in processing times; (ii) the expected processing times and their relative ratios; (iii) the rewards earned in each state; and (iv) the expected value of the reference policy.

The critical ratios have the same behavior in response to the changes in parameters. First, it can be observed that the value of each critical ratio differs from one state to another. For example, the critical ratio $\alpha_{1,2}^{1}$ for state 1 is not equal to the critical ratio $\alpha_{1,2}^{2}$ for state 2 unless the rewards for the reference product are identical in both states, i.e., $r_{1 a}=r_{2 a}$. The equality of rewards corresponds to the situation when the machine deterioration does not decrease the yield in both states. However, the premise of this problem is that the yields, and therefore the rewards, decrease as the machine condition deteriorates. Therefore, the case of equal rewards is not of interest in this context. Secondly, the increasing (or decreasing) behavior of the critical ratios depends on the value of $c$, the rate that the deterioration probabilities increase with respect to expected processing times. These observations are formalized in the following two propositions:

Proposition 2. (i) When $c \geq 1$, the critical ratio $\alpha_{1,2}^{i}$ is nonincreasing in $i$; and (ii) when $1 / \beta_{12} \leq c<1$, the critical ratio $\alpha_{1,2}^{i}$ is non-decreasing in $i$.

Proposition 3. (i) When $c \geq 1$ and $E V\left(\mathbf{A}_{1}=[1,1, m]\right)>$ $E V\left(\mathbf{A}_{4}=[2,2, m]\right)$, then $\underline{\alpha}_{1,2}^{i}>\bar{\alpha}_{1,2}^{i} ;$ (ii) when $c \geq 1$ and $E V\left(\mathbf{A}_{1}=[1,1, m]\right) \leq E V\left(\mathbf{A}_{4}=[2,2, m]\right)$, then $\underline{\alpha}_{1,2}^{i} \leq$ $\bar{\alpha}_{1,2}^{i} ;$ (iii) when $1 / \beta_{12} \leq c<1$ and $E V\left(\mathbf{A}_{1}=[1,1, m]\right)>$ $E V\left(\mathbf{A}_{4}=[2,2, m]\right)$, then $\underline{\alpha}_{1,2}^{i}<\bar{\alpha}_{1,2}^{i} ;$ and (iv) when $1 / \beta_{12} \leq$ $c<1$ and $E V\left(\mathbf{A}_{1}=[1,1, m]\right) \leq E V\left(\mathbf{A}_{4}=[2,2, m]\right)$, then $\underline{\alpha}_{1,2}^{i} \geq \bar{\alpha}_{1,2}^{i}$ for each state $i=1,2$.

The critical ratio defined by $\alpha_{1,2}^{i}$ provides managerial insight using economic principles. Considering the reference policy of producing the low-end technology product (i.e., product 2), for example, the critical ratio $\alpha_{1,2}^{i}$ prescribes the reservation price for product 1 ; that is, the critical ratio multiplied by the reward of product 2 is the minimum amount of money that a manager should earn in order to justify the production of a higher-end technology (i.e., product 1). Thus, when the actual ratio of rewards is larger than the critical ratio, the firm benefits more by manufacturing product 1. However, when the actual ratio of rewards is less than the critical ratio $\alpha_{1,2}^{i}$, the firm benefits more by manufacturing product 2.

We next introduce a unique solution approach to solving the production planning problem for multiple products under deteriorating process conditions. The following theorem prescribes the optimal policy with the use of the critical
ratio characterizing the optimal production decision in each state.
Theorem 1. The optimal production decision in each state can be determined independently by comparing the actual ratio of rewards $\left(R R_{1,2}^{i}\right)$ with the critical ratio of $\alpha_{1,2}^{i}$.
(i) When $R R_{1,2}^{i} \geq \alpha_{1,2}^{i}$, then $a_{i}^{*}=1$; and (ii) when $R R_{1,2}^{i}<$ $\alpha_{1,2}^{i}$, then $a_{i}^{*}=2$; and (iii) when $\alpha_{1,2}^{i}=\bar{\alpha}_{1,2}^{i}$, it is never the case that $R R_{1,2}^{i}<\bar{\alpha}_{1,2}^{i}$ for both states $i=1,2$ at the same time; and when $\alpha_{1,2}^{i}=\underline{\alpha}_{1,2}^{i}$, it is never the case that $R R_{1,2}^{i}<\underline{\alpha}_{1,2}^{i}$ for both states $i=1,2$ at the same time.

The consequence of the above theorem is that the optimal production policy can be determined easily once the expected average rewards for the two reference policies are computed. More importantly, despite the interdependencies between the steady-state probabilities in Equation (2), the optimal production choice for each state is independent of the choices made in other states. Put differently, the manufacturing choices in each state are separable despite the interdependencies between the processing times, the deterioration probabilities and the rewards earned with production decisions.
Continuation of Example 1: The expected values of the single-product policies are $E V\left(\mathbf{A}_{1}=[1,1, m]\right)=$ $191.787<E V\left(\mathbf{A}_{4}=[2,2, m]\right)=195.476$. Therefore, the ratios of rewards are compared with the critical ratios of $\alpha_{1,2}^{i}=\underline{\alpha}_{1,2}^{i}$ in each state $i=1,2$. Since $R R_{1,2}^{1}=950 / 500=$ $1.900<\alpha_{1,2}^{1}=1.939$, product 2 is the optimal choice in state 1 . In state $2, R R_{1,2}^{2}=600 / 301=1.993>\alpha_{1,2}^{2}=$ 1.965 , so product 1 is the optimal choice. This confirms that the optimal policy is $[2,1, m]$, as stated above. Using the values of $\alpha_{1,2}^{i}$ for $i=1,2$, one can calculate how much profit would be required for product 1 to make it the optimal choice in a particular state. This corresponds to the reservation price of the manufacturer in order to choose product 1 over product 2. Specifically, since $\alpha_{1,2}^{1}=1.939$, one would require a profit of $969.5(=500 \times 1.939)$ to prefer product 1 over product 2 in state 1.

Theorem 1 provides further managerial insight into the manufacturer's production choices. It is the motivating application of this paper that when the machine condition deteriorates, the production yield decreases, resulting in lower rewards in worse states. Consider the case when the yields of both products decrease at the same rate for a given increase in equipment deterioration. Thus, the ratio of rewards would be constant between states for the two products, i.e., $R R_{1,2}^{i}$ is constant for all states. In this scenario of equal yield (and reward) reduction, the following proposition proves that the firm switches its manufacturing choice at most once between products. The switch depends on the value of $c$, the rate that deterioration probabilities are influenced by the ratio of expected processing times.

Proposition 4. When $R R_{1,2}^{i}$ is constant for each $i$, then the firm switches its optimal production choice at most once: (i) if
$c \geq 1$ and $a_{1}^{*}=2$, then if $a_{i}^{*}=1$ for some $i<N$, then $a_{j}^{*}=1$ for all $j>i$; (ii) If $1 / \beta_{12}<c<1$ and $a_{1}^{*}=1$, then if $a_{i}^{*}=2$ for some $i<N$, then $a_{j}^{*}=2$ for all $j>i$.

The above proposition provides insight into the monotonicity behavior of the optimal policy. An increasing monotone policy is such that the production choice starts with the manufacturing of the high-end technology product (e.g., product 1) and switches to low-end products (e.g., product 2 ) as the machine condition worsens, but does not switch back to high-end products. For example, a policy such as $\mathbf{A}=[1,1,2, m]$ is an increasing monotone policy since it features the manufacturing of product 1 in better states (states 1 and 2), and switches to product 2 in state 3 , but does not switch back to product 1 again. The above proposition proves that when the deterioration probabilities increase at a rate slower than the increase in processing times, i.e., $1 / \beta_{12}<c<1$, the firm's optimal policy is strictly an increasing monotone policy under the case of equal yield and reward reductions. On the other hand, a decreasing monotone policy is such that the production choice starts with the manufacturing of the low-end technology product (e.g., product 2 ) and switches to high-end products (e.g., product 1 ) as the machine condition worsens, but does not switch back to low-end products. For example, a policy such as $\mathbf{A}=[2,1,1, m]$ is a decreasing monotone policy since it features the manufacturing of product 2 in the best state (state 1), and switches to product 1 in states 2 and 3 , but does not switch back to product 2 again. The above proposition proves that when the deterioration probabilities increase at a rate faster than the increase in processing times, i.e., $c \geq 1$, the firm's optimal policy is strictly a decreasing monotone policy under the case of equal yield and reward reductions. Thus, a non-monotone policy such as $\mathbf{A}=[2,1,2, m]$ cannot be optimal in the case of equal yield and reward reductions.

### 3.2. The solution technique for the setting with N machine states

The analysis presented in the previous section shows that the production decisions in each state can be made independently of the actions taken in other states. This separable decision-making technique is originally proven in a setting that features only three machine states, but can be easily extended to a setting with $N$ machine states. In the new setting with $N$ machine states, the critical ratios, defined by $\bar{\alpha}_{k, l}^{i}$ and $\underline{\alpha}_{k, l}^{i}$, continue to be useful in determining the optimal production decision in each state while providing managerial insight. They can be expressed as

$$
\begin{array}{r}
\bar{\alpha}_{1,2}^{i}=c \beta_{1,2}+\beta_{1,2}(1-c) \frac{\tau_{2} E V(\mathbf{A}=[1, \ldots, 1, m])}{r_{i 2}} \\
\text { for each state } i=1, \ldots, N, \\
\underline{\alpha}_{1,2}^{i}=c \beta_{1,2}+\beta_{1,2}(1-c) \frac{\tau_{2} E V(\mathbf{A}=[2, \ldots, 2, m])}{r_{i 2}} \\
\text { for each state } i=1, \ldots, N,
\end{array}
$$

and

$$
\alpha_{1,2}^{i}=\left\{\begin{array}{c}
\bar{\alpha}_{1,2}^{i} \\
\text { when } E V(\mathbf{A}=[1, \ldots, 1, m]) \\
>E V(\mathbf{A}=[2, \ldots, 2, m]) \\
\underline{\alpha}_{1,2}^{i} \\
\leq \operatorname{when} E V(\mathbf{A}=[1, \ldots, 1, m]) \\
\leq E V(\mathbf{A}=[2, \ldots, 2, m])
\end{array}\right\}
$$

Using the same approach utilized to prove Theorem 1 (specifically, the proof by induction and by contradiction), the optimal production decision in each state can be determined independently by comparing the actual ratio of rewards $\left(R R_{1,2}^{i}\right)$ with the active critical ratio $\alpha_{1,2}^{i}$.
Corollary 1. (i) When $R R_{1,2}^{i} \geq \alpha_{1,2}^{i}$, then $a_{i}^{*}=1$; and (ii) when $R R_{1,2}^{i}<\alpha_{1,2}^{i}$, then $a_{i}^{*}=2$.

It should also be observed that when $E V(\mathbf{A}=$ $[1, \ldots, 1, m])>E V(\mathbf{A}=[2, \ldots, 2, m])$, the ratio of rewards in each state cannot be smaller than the corresponding critical ratio in all states, and $R R_{1,2}^{i}<\bar{\alpha}_{1,2}^{i}$ does not hold true for all states $i=1, \ldots, N$ at the same time. Similarly, when $E V(\mathbf{A}=[1, \ldots, 1, m]) \leq E V(\mathbf{A}=[2, \ldots, 2, m])$, the ratio of rewards in each state cannot be higher than the corresponding critical ratio in all states, i.e., $R R_{1,2}^{i}>\underline{\alpha}_{1,2}^{i}$ does not hold true for all states $i=1, \ldots, N$ at the same time. Once again, the optimal production decision in each state can be made independently of the decisions made in other states.

The solution approach presented for the two-product problem can be extended to problem settings with three or more products. For example, when there are three products, i.e., $k=1,2$ and 3 , the solution technique features two, at most three, pairwise comparisons in order to determine the optimal production decision in each state.

### 3.3. The impact of maintenance in intermediate states

Our primary interest in studying this problem is to analyze production policies. Nevertheless, one may wish to consider the possibilities of other maintenance policies. For example, in the core problem we compared policies $[2,2, m]$ and $[2,1, m]$. But what about a policy such as $[2, m, m]$ ? Can the optimality of a policy that calls for maintenance only in the worst state be guaranteed unless other maintenance policies are considered?

When maintenance is allowed to be performed in an intermediate state in a problem setting with $K$ products and $N$ machine states, there are a total of $\sum_{i=1}^{N-1}(K)^{i}$ policies that induce an EMC with a single, closed set of recurrent states. While this increases the complexity of the problem significantly, as detailed below, the manufacturer does not need to enumerate them all before choosing the one that maximizes the expected average reward. We first establish that the maintenance policy is a control-limit policy. In other words, there exists a threshold state, $\hat{\imath}$, such that if maintenance is optimal in state $\hat{l}$, then maintenance is also optimal
in all states $i \geq \hat{\imath}$. The following lemma, based on a result from Kao (1973), specifies sufficient conditions for a control-limit maintenance policy.
Lemma 1. When for each $l=1, \ldots, N, \sum_{i=1}^{l} p_{i j}^{a}$ is nonincreasing in ifor all actions a, there exists a threshold state $\hat{\imath}$ such that if maintenance is optimal in state $\hat{\imath}$, then it is optimal in all states $i$, where $\hat{\imath} \leq i \leq N$.

It should be observed here that the maintenance cost is considered to be equal between states in deriving the above lemma. However, one might argue that the maintenance cost might be increasing in the state number, corresponding to higher maintenance costs for worse states. Although not proven here, the above lemma can be extended easily to a problem to accommodate for an increasing maintenance cost in proving the existence of a threshold state.

The threshold state $\hat{\imath}$ is useful in re-establishing the critical ratios developed for the production actions. For the machine states $i<\hat{\imath}$, the optimal production decisions can still be determined by the use of the critical ratios. However, these ratios require the information in which state $\hat{\imath}$ of $N$ machine states, the maintenance actions are taken because the reference policy needs to be adjusted for the maintenance actions in states $\hat{\imath}$ through $N$. Therefore, we revise the notation for these critical ratio expressions in order to accommodate maintenance actions between states $\hat{\imath}$ through $N$. Let us now define $\bar{\alpha}_{k, l}^{i}(N, M)$ and $\underline{\alpha}_{k, l}^{i}(N, M)$ as the critical ratios of the rewards in state $i$ for products $k$ and $l$ associated with an $N$-state problem setting when using a policy that calls for production in states $1, \ldots, M-1$ and maintenance in states $M, M+1, \ldots, N$ :

$$
\begin{aligned}
& \bar{\alpha}_{k, l}^{i}(N, M)=c \beta_{k, l}+\beta_{k, l}(1-c) \\
& \times \frac{\tau_{l} E V\left(\mathbf{A}=\left[a_{1}=k, \ldots, a_{M-1}=k, a_{M}=m, \ldots, a_{N}=m\right]\right)}{r_{i l}}, \\
& \underline{\alpha}_{k, l}^{i}(N, M)=c \beta_{k, l}+\beta_{k, l}(1-c) \\
& \times \frac{\tau_{l} E V\left(\mathbf{A}=\left[a_{1}=l, \ldots, a_{M-1}=l, a_{M}=m, \ldots, a_{N}=m\right]\right)}{r_{i l}}
\end{aligned}
$$

The solution techniques prescribed in this paper continue to hold even under this revision, because the following proposition greatly reduces the effort needed to obtain the optimal solution. It shows that the active critical ratio expression can be simplified by considering information regarding the threshold state, i.e., the first state where maintenance is performed.
Proposition 5. $\alpha_{k, l}^{i}(N, M)=\alpha_{k, l}^{i}(N-1, M)=\cdots=\alpha_{k, l}^{i}$ ( $M, M$ ) for all states $i=1, \ldots, M-1$.

The significance of the above proposition is that the analysis of a problem with maintenance in intermediate states can be reduced to a setting with a smaller number of states. By using the induction approach, the proposition shows that the critical ratios that accommodate maintenance actions in states $M$ through $N$ are identical to the critical
ratios obtained for the problem setting with $M$ machine states and maintenance being performed only in the last state. Alternatively, the expected value of a policy for an $N$-state problem that has production actions in states 1 through $M-1$, and maintenance in states $M$ through $N$, is equal to the expected value of a policy for a $M$-state problem that has production actions in states 1 through $M-1$, and maintenance in state $M$. The consequence of this result is that the problem that has maintenance actions in intermediate states can be reduced to the problem setting with maintenance being performed only in the last state. This result, once again, validates the solution technique proposed earlier for the production planning problem for multiple products under deteriorating process conditions.

## 4. The behavior of critical ratios

In Section 3, we investigated the effect of differing mean processing times on the optimal product choice. The critical ratios were developed under the assumption that $\sigma_{k}^{2}=\sigma_{l}^{2}$ and therefore the variance term $\varepsilon_{i j}^{k l}\left(\sigma_{k}^{2}, \sigma_{l}^{2}\right)$ in Equation (1) was equal to zero. In this section, we assume that $\sigma_{k}^{2} \neq \sigma_{l}^{2}$, allowing us to investigate the impact of processing time variance on these critical ratios, and thus, on the optimal product choice.

### 4.1. The impact of processing times variance

Let us consider the core problem of Section 3.1 with three machine states, but this time with three products. Product 3 has the shortest expected processing time with the lowest variance of processing times, and earns the smallest reward in the best machine state. When compared with product 3, product 2 has a higher expected processing time and equal variance, and it earns a higher reward in the best state. The mean processing time of product 1 is equal to that of product 2 (no mean effect between products 1 and 2), but it has a different variance than product 2 . To summarize, we have $r_{11}>r_{12}>r_{13}, \tau_{1}=\tau_{2}>\tau_{3}$ and $\sigma_{1}^{2} \neq \sigma_{2}^{2}=\sigma_{3}^{2}$. While the comparison of products 2 and 3 highlights the impact of the mean of the processing times (as in Section 3.1), the comparison of products 1 and 2 isolates the impact of variance on the critical ratios. The comparison of products 1 and 3 incorporates both the mean and variance effects on these critical ratios.

The variance in processing times influences the transition probabilities. Using Equation (1), the transition probabilities between products 1 and 2 can be expressed as $p_{i j}^{1}=p_{i j}^{2}+\varepsilon_{i j}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2} \mid \sigma_{1}^{2} \neq \sigma_{2}^{2}\right)$, where the sum of the variance terms for each initial state is equal to zero, i.e., $\sum_{j \geq i}^{3} \varepsilon_{i j}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)=0$ for $i=1,2$. Using the same approach detailed in Section 3, a comparison of products 1 and 2 leads
to the following critical ratios that highlight the impact of the variance in processing times:

$$
\begin{align*}
\alpha_{1,2}^{1}= & 1-\frac{\varepsilon_{12}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)}{r_{12}\left(1-p_{22}^{a_{2}}\right)}\left(r_{2 a_{2}}-\tau_{2} E V\left[a_{1}, a_{2}, m\right]\right) \\
& +\frac{\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)}{r_{12}}\left(r_{3 m}-\tau_{m} E V\left[a_{1}, a_{2}, m\right]\right)  \tag{7}\\
\alpha_{1,2}^{2}= & 1+\frac{\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)}{r_{22} p_{12}^{a_{1}}}\left(r_{1 a_{1}}-\tau_{2} E V\left[a_{1}, a_{2}, m\right]\right) \\
& \left.+\left(1-p_{11}^{a_{1}}\right)\left(r_{3 m}-\tau_{m} E V\left[a_{1}, a_{2}, m\right]\right)\right] \tag{8}
\end{align*}
$$

where $E V\left[a_{1}, a_{2}, m\right]$ is the expected value of the reference policy with actions $a_{1}$ in state 1 and $a_{2}$ in state 2 . As before, $\alpha_{1,2}^{i}$ represents the active critical ratio; that is, when $E V[1,1, m]>E V[2,2, m]$, for example, we have $\alpha_{1,2}^{i}=\bar{\alpha}_{1,2}^{i}$, and $a_{1}=a_{2}=1$.

Understanding the sign of the variance terms in Equation (1) sheds more light on the behavior of the critical ratios in Equations (7) and (8). For convenience, we consider the case with increasing variance in processing times, and study the above example when product 1 has a higher variance than product 2, i.e., $\sigma_{1}^{2}>\sigma_{2}^{2}$ (and $\tau_{1}=\tau_{2}$ ). It is generally expected that the probability of remaining in a state when product 1 is manufactured is less than when product 2 is produced; thus, let us assume $p_{i j}^{1}<p_{i i}^{2}$ for $i=1,2$. In this case, the variance term $\varepsilon_{i i}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2} \mid \sigma_{1}^{2}>\sigma_{2}^{2}\right)$ becomes negative for each state $i=1,2$. Similarly, increasing variance generally implies that the probability of reaching the worst state is expected to be higher when product 1 is manufactured than when product 2 is produced; therefore, we assume that $p_{i N}^{1} \geq p_{i N}^{2}$ for $i=1,2$. This means $\varepsilon_{i 3}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2} \mid \sigma_{1}^{2}>\sigma_{2}^{2}\right) \geq 0$ for $i=1,2$. Note that the variance term for the deterioration probability $\varepsilon_{12}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2} \mid \sigma_{1}^{2}>\sigma_{2}^{2}\right)<-\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)$ can still be positive or negative. Under these assumptions, we can now provide more insight into the increasing (or decreasing) behavior of Equations (7) and (8). Note that when Equations (7) and (8) are greater than one, the firm requires a higher reward in order to justify the production of the product with a different processing time variance. It is already known that $r_{3 m}-\tau_{m} E V\left[a_{1}, a_{2}, m\right]<0$, and $\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)\left(r_{3 m}-\tau_{m} E V\left[a_{1}, a_{2}, m\right]\right)>0$. Consider the case when the variance of product 1 is slightly higher than that of product 2 , such that $\varepsilon_{13}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)=0$ and $\varepsilon_{12}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)=$ $-\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)>0$. In this case, both critical ratios are strictly increasing in each state when $r_{i a_{i}}-\tau_{2} E V\left[a_{1}, a_{2}, m\right]<0$; thus, the firm needs a higher reward in each state to justify the manufacture of the product with a higher variance. On the other hand, when $r_{i a_{i}}-\tau_{2} E V\left[a_{1}, a_{2}, m\right]>0$ for each action in each state, the increasing (or decreasing) behavior of the critical ratios depends on the relative values of ( $r_{i a_{i}}-$ $\left.\tau_{2} E V\left[a_{1}, a_{2}, m\right]\right)$ and $\left(1-p_{i i}^{a_{i}}\right)\left(r_{3 m}-\tau_{m} E V\left[a_{1}, a_{2}, m\right]\right)<0$. The behavior is determined by the reward that can be earned in the deteriorated state relative to the further deterioration probability times the maintenance cost, where
the latter can be interpreted as a simplified expected maintenance expense. A similar observation can be made when the variance of product 1 is significantly higher, such that $\varepsilon_{12}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)=0$ and $\varepsilon_{13}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)=-\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)>0$. In this case, the critical ratio for state 1 is strictly increasing because its value is greater than one. The critical ratio for state 2 is strictly increasing when $r_{1 a_{1}}-\tau_{2} E V\left[a_{1}, a_{2}, m\right]<$ 0 ; and is decreasing if $r_{1 a_{1}}-\tau_{2} E V\left[a_{1}, a_{2}, m\right]>(1-$ $\left.p_{11}^{a_{1}}\right)\left|r_{3 m}-\tau_{m} E V\left[a_{1}, a_{2}, m\right]\right|$. In sum, managers typically need to earn a higher reward in the best state in order to justify the manufacture of a product with higher processing time variance. In deteriorated machine states, however, the necessary reward to justify the manufacture of a product with high variance depends on the relative value of the reward earned and the (expected) maintenance expense. The following proposition summarizes the necessary and sufficient conditions for the behavior of these critical ratios when $p_{i i}^{1} \leq p_{i i}^{2}$ and $p_{i 3}^{1} \geq p_{i 3}^{2}$ for $i=1,2$.
Proposition 6. Increasing variance in processing times implies: (i) $\alpha_{1,2}^{1}$ is increasing if $\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)\left(1-p_{22}^{a_{2}}\right)\left(r_{3 m}-\tau_{m}\right.$ $\left.E V\left[a_{1}, a_{2}, m\right]\right)>\varepsilon_{12}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)\left(r_{2 a_{2}}-\tau_{2} E V\left[a_{1}, a_{2}, m\right]\right)$, otherwise it is decreasing; (ii) $\alpha_{1,2}^{2}$ is increasing if $r_{1 a_{1}}$ $\tau_{2} E V\left[a_{1}, a_{2}, m\right]<-\left(1-p_{11}^{a_{1}}\right)\left(r_{3 m}-\tau_{m} E V\left[a_{1}, a_{2}, m\right]\right)$, otherwise it is decreasing.

The combined effect of mean and variance on the critical ratios integrates the above results with those presented in Section 3.1. The critical ratios obtained through the comparison of products 1 and 3 are

$$
\begin{align*}
\bar{\alpha}_{1,3}^{1}= & \bar{\alpha}_{2,3}^{1}-\frac{\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)}{r_{13}\left(1-p_{11}^{2}\right)}\left[c \beta_{2,3}\left(r_{13}-\tau_{2} E V[2,2, m]\right)\right. \\
& \left.+\left(1-p_{11}^{2}\right)\left(r_{3 m}-\tau_{m} E V[2,2, m]\right)\right],  \tag{9}\\
\bar{\alpha}_{1,3}^{2}= & \bar{\alpha}_{2,3}^{2}+\frac{\varepsilon_{12}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)}{r_{23} p_{12}^{2}} c \beta_{2,3}\left(r_{23}-\tau_{2} E V[2,2, m]\right) \\
& -\frac{\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)\left(1-p_{11}^{2}\right)}{r_{23} p_{12}^{3}}\left(r_{3 m}-\tau_{m} E V[2,2, m]\right), \\
\underline{\alpha}_{1,3}^{1}= & \underline{\alpha}_{2,3}^{1}-\frac{\varepsilon_{12}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)}{r_{13}\left(1-p_{22}^{3}\right)}\left(r_{23}-\tau_{3} E V[3,3, m]\right)  \tag{10}\\
& +\frac{\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)}{r_{13}}\left(r_{3 m}-\tau_{m} E V[3,3, m]\right),  \tag{11}\\
\underline{\alpha}_{1,3}^{2}= & \underline{\alpha}_{2,3}^{2}+\frac{\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)}{r_{23} p_{12}^{3}}\left[\left(r_{13}-\tau_{3} E V[3,3, m]\right)\right. \\
& \left.+\left(1-p_{11}^{3}\right)\left(r_{3 m}-\tau_{m} E V[3,3, m]\right)\right] . \tag{12}
\end{align*}
$$

Similar observations can be made regarding the behavior of the critical ratios. The combined effect of the mean and variance can be easily seen in the values of $\bar{\alpha}_{1,3}^{i}$ when product 2 is the reference product. It should be observed that the variance terms in Equations (11) and (12) developed for $\underline{\alpha}_{1,3}^{i}$ follow the same behavioral pattern as the terms in

Equations (7) and (8), except that they consider the rewards and transition probabilities of product 3 rather than product 2 . The following proposition provides the necessary and sufficient conditions for the behavior of the critical ratios relative to the mean and variance of processing times when $p_{i i}^{1} \leq p_{i i}^{2}$ and $p_{i 3}^{1} \geq p_{i 3}^{2}$ for $i=1,2$.
Proposition 7. (i) In state 1, the firm needs to earn a higher reward to switch from product 3 to product 1 than from product 3 to product 2 when $\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)\left(1-p_{22}^{3}\right)$ $\left(r_{3 m}-\tau_{m} E V[3,3, m]\right)>\varepsilon_{12}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)\left(r_{23}-\tau_{3} E V[3,3, m]\right)$; (ii) in state 2, the firm needs to earn a higher reward to switch from product 3 to product 1 than from product 3 to product 2 when $r_{13}-\tau_{3} E V[3,3, m]<$ $-\left(1-p_{11}^{3}\right)\left(r_{3 m}-\tau_{m} E V[3,3, m]\right)$; (iii) in state 1 , the firm needs to earn a higher reward to switch from product 1 to product 3 than from product 2 to 3 when $c \beta_{2,3}\left(r_{13}-\right.$ $\left.\tau_{2} E V[2,2, m]\right)>-\left(1-p_{22}^{2}\right)\left(r_{3 m}-\tau_{m} E V[2,2, m]\right) ;$ (iv) in state 2, the firm needs to earn a higher reward to switch from product 1 to product 3 than from product 2 to 3 when $\varepsilon_{12}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right) c \beta_{2,3}\left(r_{23}-\tau_{2} E V[2,2, m]\right)>$ $\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)\left(r_{3 m}-\tau_{m} E V[2,2, m]\right)$.

### 4.2. The most general form of critical ratios

Until now, the relationship between the processing times and the deterioration probabilities has been defined as in Equation (1). In this section, we develop the critical ratio expressions in the absence of a specific relationship as in Equation (1), corresponding to the analysis under the presence of arbitrary state transition probabilities. In this case, the deterioration probability for a product with a longer expected processing time can be smaller than that of a product with a shorter expected processing time. Thus, the new expressions developed here correspond to the most general form of the critical ratios. To facilitate the expression and explanation of the critical ratios for the setting with $N$ machine states, we define the following three parameters: $\theta_{k, l}(i)=\left(1-p_{i i}^{k}\right) /\left(1-p_{i i}^{l}\right)$ is the ratio of exit probabilities from state $i$ for products $k$ and $l$; this can also be perceived as the ratio of the sum of deterioration probabilities for products $k$ and $l$ when the machine is in state $i$, for all products $1 \leq k<l \leq K$ and $N-1$; $\delta_{k, l}(i, i+j)=p_{i, i+j}^{k} /\left(1-p_{i+j, i+j}^{l}\right)$ is the ratio of the $j$-step deterioration (transition) probability of product $k$ when the machine is in state $i$ to the sum of the deterioration probabilities for product $l$ when the machine goes to state $i+j$, for all products $1 \leq k<l \leq K$ and states $1 \leq j \leq N-1-i$ and $1 \leq i \leq N-1$; and, $\eta_{k}(i, i+j)=p_{i, i+j}^{k} /\left(1-p_{i+j, i+j}^{k}\right)$ is the ratio of the $j$-step deterioration probability when the machine is in state $i$ for product $k$ with respect to the sum of deterioration probabilities when the machine goes to state $i+j$, for all $1 \leq k \leq K$ and $1 \leq j \leq N-1-i$ and $1 \leq i \leq N-1$. Using these new parameters one can develop the most general form of the critical ratio expressions for the case when the deterioration probability of a product is
not defined as a function of the processing time. The critical ratios that help the firm determine whether to produce product $k$ or $l$ in state $i=N-j$ where $j \leq N-1$ are expressed as follows:

$$
\begin{aligned}
& \bar{\alpha}_{k, l}^{(N-j)}=\theta_{k, l}(N-j)+\left(\beta_{k, l}-\theta_{k, l}(N-j)\right) \frac{\tau_{l} E V(\mathbf{A}=[k, \ldots, k, m])}{r_{(N-j), l}}
\end{aligned}
$$

$$
\begin{align*}
& \alpha_{k, l}^{(N-j)}=\theta_{k, l}(N-j)+\left(\beta_{k, l}-\theta_{k, l}(N-j)\right) \frac{\tau_{l} E V(\mathbf{A}=[l, \ldots, l, m])}{r_{(N-j), l}} \tag{13}
\end{align*}
$$

where

$$
1_{s=1}= \begin{cases}1 & \text { if } s=i, \\ 0 & \text { if } s \neq i,\end{cases}
$$

is the indicator operator.
Corollary 2. There exists a set of critical ratios, $\bar{\alpha}_{k, l}^{i}$ and $\underline{\alpha}_{k, l}^{i}$ as expressed in Equations (13) and (14), respectively, that determines the firm's preference between products $k$ and $l$ in each state $i=1, \ldots, N-1$. (i) In the case that $E V(\mathbf{A}=$ $[k, \ldots, k, m])>E V(\mathbf{A}=[l, \ldots, l, m])$, when $R R_{k, l}^{i}>\bar{\alpha}_{k, l}^{i}$, the firm prefers to manufacture product $k$, otherwise (when $\left.R R_{k, l}^{i} \leq \bar{\alpha}_{k, l}^{i}\right)$, the firm prefers to manufacture product $l$ in state $i$; (ii) in the case that $E V(\mathbf{A}=[k, \ldots, k, m]) \leq$ $E V(\mathbf{A}=[l, \ldots, l, m])$, when $R R_{k, l}^{i}>\underline{\alpha}_{k, l}^{i}$, the firm prefers to manufacture product $k$, otherwise (when $R R_{k, l}^{i} \leq \underline{\alpha}_{k, l}^{i}$ ), the firm prefers to manufacture product l in state $i$.

The most general form of the critical ratios expressed in Equations (13) and (14) are not restricted by a functional relationship between the deterioration probabilities and the processing times. Although the above corollary establishes the preference relationships similar to those in Proposition 1, the relative values of the two critical ratios cannot be described uniformly as in Proposition 3 due to the lack of a functional relationship between processing times and deterioration probabilities. Thus, structural properties regarding the optimal solution similar to those presented in Theorem 1 cannot be characterized in this case. However, the firm can still make use of these critical ratios in order to determine its production preferences (and reduce the feasible set of potentially optimal policies) as they continue to pertain to the reservation prices.

## 5. Conclusions

This paper studies optimal production decisions for a single-stage manufacturing system where the system condition deteriorates over time, thus influencing the yield. The machine condition is characterized by a discrete number of states, and the goal of the decision-maker is to determine the optimal production choices in each state. We consider multiple products, and therefore the production decision corresponds to which product is optimal to be produced in each state. The decision to produce one product over the other impacts the machine condition, because expected processing times of these products are different, resulting in altered transition probabilities between states. The manufacturer performs maintenance when the machine worsens, and returns the equipment to its best state. As a result, a SMDP describes the process, and the steady-state probability for each state can be determined by using EMCs.

The set of decisions made in this paper and the corresponding analysis depart from earlier research on several levels. While traditional studies investigate the optimal production quantity (i.e., how much), our paper considers a multiple product environment, and thus, the decision corresponds to the choice of the product to be produced in each state. Owing to the complexity of the problem, earlier research commonly focuses on a smaller set of policies, such as monotone policies, and develops the sufficient conditions that make them optimal. In contrast, our technique is unique because it considers the entire set of potentially optimal policies, characterizes each one and develops the necessary and sufficient conditions to determine which one is optimal.

The paper makes three sets of contributions. The first set of contributions introduces the concept of critical ratios for the firm's decision at each state regarding which product to manufacture. These critical ratios, when multiplied by the reward of the reference product, provide the managerially insightful reservation price between two products. Put differently, it can be thought of as the least amount of money that a manager should be willing to earn in order to switch from producing one product to another.

The second set of contributions corresponds to the discovery that the optimal decision as to which product to produce in a state can be determined independently of the production decisions made in other states. This is a surprising and counter-intuitive result because the stationary probability corresponding to one state changes with the decisions made in all other states. Thus, one would not expect to develop a method that allows separable optimal decisions in each state. We prove that the optimal production decision in a particular state can be determined by comparing the ratio of rewards for two products with the critical ratio. These critical ratios are closed-form expressions that integrate the transition probabilities and the ratio of rewards with the varying processing time requirements of each product, including the mean and the variance.

The third set of contributions corresponds to the generalizations of these analytical results to more complex settings. When the problem is extended in the number of states that describe the machine condition, the firm has to compute only one additional set of critical ratios in order to determine the optimal production decision, rather than enumerating all of the potentially optimal policies in the new problem setting. In the next generalization, it is shown that when it is optimal to perform maintenance in an intermediate state, then it is optimal to maintain in all of the following worse (or higher) states. Thus, the problem can be reduced to a setting that includes only the states where production is preferred and the first state where maintenance is performed. The final generalization incorporates the impact of the variance in processing times on transition probabilities and shows how the critical ratios change with increasing variance. The solution approach prescribed in this paper is beneficial for further generalizations, including the case when the manufacturer has demand constraints. If the optimal solution obtained through our approach is feasible under demand constraints, then it is also optimal for the new problem setting. However, the optimal solution can be a single-product policy, and can be infeasible under demand constraints. When the optimal policy is infeasible under demand constraints, it can be assigned as the reference policy to determine a new set of critical ratios. In a two-product setting, only one of the demand constraints will be violated, and the new critical ratios can be used to obtain the least costly switches in order to determine the constrained optimal policy.

In sum, we show: (i) how a rich modeling framework (with a series of problem variants) can be developed for the important problem of production planning under deteriorating equipment condition; and (ii) the robustness of the critical ratios in the optimal solution algorithm.
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## Appendix

Proof of Proposition 1. We provide the proof for the case when $E V\left(\mathbf{A}_{4}=[2,2, m]\right) \geq E V\left(\mathbf{A}_{1}=[1,1, m]\right)$, and thus, $\alpha_{1,2}^{i}=\underline{\alpha}_{1,2}^{i}$ for each state $i=1,2$ (the proof for the case when $E V\left(\mathbf{A}_{4}=[2,2, m]\right)<E V\left(\mathbf{A}_{1}=[1,1, m]\right)$ is similar). The critical ratio for state 2 can be obtained by equating $E V\left(\mathbf{A}_{3}=[2,1, m]\right)=E V\left(\mathbf{A}_{4}=[2,2, m]\right)$ :

$$
\begin{aligned}
& \frac{r_{12}\left(1-p_{22}^{1}\right)+r_{21} p_{12}^{2}+r_{3 m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{1}\right)}{\tau_{2}\left(1-p_{22}^{1}\right)+\tau_{1} p_{12}^{2}+\tau_{m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{1}\right)}=\left(\frac{r_{12}\left(1-p_{22}^{2}\right)+r_{22} p_{12}^{2}+r_{3 m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{2}\right)}{\tau_{2}\left(1-p_{22}^{2}\right)+\tau_{2} p_{12}^{2}+\tau_{m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{2}\right)}\right. \\
& \left.\frac{c \beta_{1,2} r_{12}\left(1-p_{22}^{2}\right)+\underline{\alpha}_{1,2}^{2} r_{22} p_{12}^{2}+c \beta_{1,2} r_{3 m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{2}\right)}{c \beta_{1,2} \tau_{2}\left(1-p_{22}^{2}\right)+\beta_{1,2} \tau_{2} p_{12}^{2}+c \beta_{1,2} \tau_{m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{1}\right)}\right)=\left(\frac{r_{12}\left(1-p_{22}^{2}\right)+r_{22} p_{12}^{2}+r_{3 m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{2}\right)}{\tau_{2}\left(1-p_{22}^{2}\right)+\tau_{2} p_{12}^{2}+\tau_{m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{2}\right)}\right. \\
& \left.\frac{c \beta_{1,2} r_{12}\left(1-p_{22}^{2}\right)+\underline{\alpha}_{1,2}^{2} r_{22} p_{12}^{2}+c \beta_{1,2} r_{3 m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{2}\right)}{c \beta_{1,2} \tau_{2}\left(1-p_{22}^{2}\right)+c \beta_{1,2} \tau_{2} p_{12}^{2}+c \beta_{1,2} \tau_{m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{1}\right)+\left(\beta_{1,2}-c \beta_{1,2}\right) \tau_{2} p_{12}^{2}}\right) \\
& \quad=\frac{r_{12}\left(1-p_{22}^{2}\right)+r_{22} p_{12}^{2}+r_{3 m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{2}\right)}{\tau_{2}\left(1-p_{22}^{2}\right)+\tau_{2} p_{12}^{2}+\tau_{m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{2}\right)}, \\
& \underline{\alpha}_{1,2}^{2} r_{22} p_{12}^{2}=c \beta_{1,2} r_{22} p_{12}^{2}+\left(\beta_{1,2}-c \beta_{1,2}\right) \tau_{2} p_{12}^{2} E V\left(\mathbf{A}_{4}=[2,2, m]\right) . \\
& \underline{\alpha}_{1,2}^{2}=c \beta_{1,2}+\left(\beta_{1,2}-c \beta_{1,2}\right) \frac{\tau_{2} E V\left(\mathbf{A}_{4}=[2,2, m]\right)}{r_{22}} .
\end{aligned}
$$

Similarly, the critical ratio for state 1 can be found by equating $E V\left(\mathbf{A}_{2}=[1,2, m]\right)=E V\left(\mathbf{A}_{4}=[2,2, m]\right)$ :

$$
\begin{aligned}
& \frac{r_{11}\left(1-p_{22}^{2}\right)+r_{22} p_{12}^{1}+r_{3 m}\left(1-p_{11}^{1}\right)\left(1-p_{22}^{2}\right)}{\tau_{1}\left(1-p_{22}^{2}\right)+\tau_{2} p_{12}^{1}+\tau_{m}\left(1-p_{11}^{1}\right)\left(1-p_{22}^{2}\right)}=\left(\frac{r_{12}\left(1-p_{22}^{2}\right)+r_{22} p_{12}^{2}+r_{3 m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{2}\right)}{\tau_{2}\left(1-p_{22}^{2}\right)+\tau_{2} p_{12}^{2}+\tau_{m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{2}\right)}\right. \\
& \left.\frac{\underline{\alpha}_{1,2}^{1} r_{12}\left(1-p_{22}^{2}\right)+r_{22} p_{12}^{2}+c \beta_{1,2} r_{3 m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{2}\right)}{\beta_{1,2} \tau_{2}\left(1-p_{22}^{2}\right)+c \beta_{1,2} \tau_{2} p_{12}^{2}+c \beta_{1,2} \tau_{m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{2}\right)}\right)=\left(\frac{r_{12}\left(1-p_{22}^{2}\right)+r_{22} p_{12}^{2}+r_{3 m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{2}\right)}{\tau_{2}\left(1-p_{22}^{2}\right)+\tau_{2} p_{12}^{2}+\tau_{m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{2}\right)}\right. \\
& \left.\frac{\underline{\alpha}_{1,2}^{1} r_{12}\left(1-p_{22}^{2}\right)+c \beta_{1,2} r_{222}^{2} p_{12}^{2}+c \beta_{1,2} r_{3 m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{2}\right)}{c \beta_{1,2} \tau_{2}\left(1-p_{22}^{2}\right)+c \beta_{1,2} \tau_{2} p_{12}^{2}+c \beta_{1,2} \tau_{m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{1}\right)+\left(\beta_{1,2}-c \beta_{1,2}\right) \tau_{2}\left(1-p_{22}^{2}\right)}\right) \\
& \quad=\frac{r_{12}\left(1-p_{22}^{2}\right)+r_{22} p_{12}^{2}+r_{3 m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{2}\right)}{\tau_{2}\left(1-p_{22}^{2}\right)+\tau_{2} p_{12}^{2}+\tau_{m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{2}\right)} . \\
& \underline{\alpha}_{1,2}^{1} r_{12}\left(1-p_{22}^{2}\right)=c \beta_{1,2} r_{12}\left(1-p_{22}^{2}\right)+\left(\beta_{1,2}-c \beta_{1,2}\right) \tau_{2}\left(1-p_{22}^{2}\right) E V\left(\mathbf{A}_{4}=[2,2, m]\right) . \\
& \underline{\alpha}_{1,2}^{1}=c \beta_{1,2}+\left(\beta_{1,2}-c \beta_{1,2}\right) \frac{\tau_{2} E V\left(\mathbf{A}_{4}=[2,2, m]\right)}{r_{12}} .
\end{aligned}
$$

(i) State 1: The case when $R R_{1,2}^{1}>\underline{\alpha}_{1,2}^{1}$ is proven by substituting $R R_{1,2}^{1} r_{12}$ for $r_{11}$ in $E V\left(\mathbf{A}_{2}=[1,2, m]\right)$ :

$$
\begin{aligned}
E V\left(\mathbf{A}_{2}=[1,2, m]\right)= & \frac{R R_{1,2}^{1} r_{12}\left(1-p_{22}^{2}\right)+r_{22} p_{12}^{1}+r_{3 m}\left(1-p_{11}^{1}\right)\left(1-p_{22}^{2}\right)}{\tau_{1}\left(1-p_{22}^{2}\right)+\tau_{2} p_{12}^{1}+\tau_{m}\left(1-p_{11}^{1}\right)\left(1-p_{22}^{2}\right)} \\
& >\frac{\alpha_{1,2}^{1} r_{12}\left(1-p_{22}^{2}\right)+r_{22} p_{12}^{1}+r_{3 m}\left(1-p_{11}^{1}\right)\left(1-p_{22}^{2}\right)}{\tau_{1}\left(1-p_{22}^{2}\right)+\tau_{2} p_{12}^{1}+\tau_{m}\left(1-p_{11}^{1}\right)\left(1-p_{22}^{2}\right)} \\
= & E V\left(\mathbf{A}_{4}=[2,2, m]\right) .
\end{aligned}
$$

(i) State 2: The case when $R R_{1,2}^{2}>\underline{\alpha}_{1,2}^{2}$ is proven by substituting $R R_{1,2}^{2} r_{22}$ for $r_{21}$ in $E V\left(\mathbf{A}_{3}=[2,1, m]\right)$ :

$$
\begin{aligned}
E V\left(\mathbf{A}_{3}=[2,1, m]\right)= & \frac{r_{12}\left(1-p_{22}^{1}\right)+R R_{1,2}^{2} r_{22} p_{12}^{2}+r_{3 m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{1}\right)}{\tau_{2}\left(1-p_{22}^{1}\right)+\tau_{1} p_{12}^{2}+\tau_{m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{1}\right)} \\
& >\frac{r_{12}\left(1-p_{22}^{1}\right)+\underline{\alpha}_{1,2}^{2} r_{22} p_{12}^{2}+r_{3 m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{1}\right)}{\tau_{2}\left(1-p_{22}^{1}\right)+\tau_{1} p_{12}^{2}+\tau_{m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{1}\right)} \\
= & E V\left(\mathbf{A}_{4}=[2,2, m]\right) .
\end{aligned}
$$

(ii) State 1: The case when $R R_{1,2}^{1}<\underline{\alpha}_{1,2}^{1}$ is proven by substituting $R R_{1,2}^{1} r_{12}$ for $r_{11}$ in $E V\left(\mathbf{A}_{2}=[1,2, m]\right)$ :

$$
\begin{aligned}
E V\left(\mathbf{A}_{2}=[1,2, m]\right)= & \frac{R R_{1,2}^{1} r_{12}\left(1-p_{22}^{2}\right)+r_{22} p_{12}^{1}+r_{3 m}\left(1-p_{11}^{1}\right)\left(1-p_{22}^{2}\right)}{\tau_{1}\left(1-p_{22}^{2}\right)+\tau_{2} p_{12}^{1}+\tau_{m}\left(1-p_{11}^{1}\right)\left(1-p_{22}^{2}\right)} \\
& <\frac{\alpha_{1,2}^{1} r_{12}\left(1-p_{22}^{2}\right)+r_{22} p_{12}^{1}+r_{3 m}\left(1-p_{11}^{1}\right)\left(1-p_{22}^{2}\right)}{\tau_{1}\left(1-p_{22}^{2}\right)+\tau_{2} p_{12}^{1}+\tau_{m}\left(1-p_{11}^{1}\right)\left(1-p_{22}^{2}\right)} \\
= & E V\left(\mathbf{A}_{4}=[2,2, m]\right) .
\end{aligned}
$$

(ii) State 2: The case when $R R_{1,2}^{2}<\underline{\alpha}_{1,2}^{2}$ is proven by substituting $R R_{1,2}^{2} r_{22}$ for $r_{21}$ in $E V\left(\mathbf{A}_{3}=[2,1, m]\right)$ :

$$
\begin{aligned}
E V\left(\mathbf{A}_{3}=[2,1, m]\right)= & \frac{r_{12}\left(1-p_{22}^{1}\right)+R R_{1,2}^{2} r_{22} p_{12}^{2}+r_{3 m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{1}\right)}{\tau_{2}\left(1-p_{22}^{1}\right)+\tau_{1} p_{12}^{2}+\tau_{m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{1}\right)} \\
& <\frac{r_{12}\left(1-p_{22}^{1}\right)+\alpha_{1,2}^{2} r_{22} p_{12}^{2}+r_{3 m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{1}\right)}{\tau_{2}\left(1-p_{22}^{1}\right)+\tau_{1} p_{12}^{2}+\tau_{m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{1}\right)} \\
= & E V\left(\mathbf{A}_{4}=[2,2, m]\right) .
\end{aligned}
$$

(iii) State 1: The case when $R R_{1,2}^{1}=\underline{\alpha}_{1,2}^{1}$ is proven by substituting $R R_{1,2}^{1} r_{12}$ for $r_{11}$ in $E V\left(\mathbf{A}_{2}=[1,2, m]\right)$ :

$$
\begin{aligned}
E V\left(\mathbf{A}_{2}=[1,2, m]\right) & =\frac{R R_{1,2}^{1} r_{12}\left(1-p_{22}^{2}\right)+r_{22} p_{12}^{1}+r_{3 m}\left(1-p_{11}^{1}\right)\left(1-p_{22}^{2}\right)}{\tau_{1}\left(1-p_{22}^{2}\right)+\tau_{2} p_{12}^{1}+\tau_{m}\left(1-p_{11}^{1}\right)\left(1-p_{22}^{2}\right)} \\
& =\frac{\alpha_{1,2}^{1} r_{12}\left(1-p_{22}^{2}\right)+r_{22} p_{12}^{1}+r_{3 m}\left(1-p_{11}^{1}\right)\left(1-p_{22}^{2}\right)}{\tau_{1}\left(1-p_{22}^{2}\right)+\tau_{22} p_{12}^{1}+\tau_{m}\left(1-p_{11}^{1}\right)\left(1-p_{22}^{2}\right)} \\
& =E V\left(\mathbf{A}_{4}=[2,2, m]\right) .
\end{aligned}
$$

(iii) State 2: The case when $R R_{1,2}^{2}=\underline{\alpha}_{1,2}^{2}$ is proven by substituting $R R_{1,2}^{2} r_{22}$ for $r_{21}$ in $E V\left(\mathbf{A}_{3}=[2,1, m]\right)$ :

$$
\begin{aligned}
E V\left(\mathbf{A}_{3}=[2,1, m]\right) & =\frac{r_{12}\left(1-p_{22}^{1}\right)+R R_{1,2}^{2} r_{22} p_{12}^{2}+r_{3 m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{1}\right)}{\tau_{2}\left(1-p_{22}^{1}\right)+\tau_{1} p_{12}^{2}+\tau_{m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{1}\right)} \\
& =\frac{r_{12}\left(1-p_{22}^{1}\right)+\underline{\alpha}_{1,2}^{2} r_{22} p_{12}^{2}+r_{3 m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{1}\right)}{\tau_{2}\left(1-p_{22}^{1}\right)+\tau_{1} p_{12}^{2}+\tau_{m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{1}\right)} \\
& =E V\left(\mathbf{A}_{4}=[2,2, m]\right) .
\end{aligned}
$$

Proof of Proposition 2. In both of the critical ratio expressions, the first term $c \beta_{1,2}$ is constant.
(i) When $c \geq 1$, the second term in both critical ratio expressions, that is

$$
\beta_{1,2}(1-c) \frac{\tau_{2} E V\left(\mathbf{A}_{4}=[2,2, m]\right)}{r_{i 2}}
$$

and

$$
\beta_{1,2}(1-c) \frac{\tau_{2} E V\left(\mathbf{A}_{1}=[1,1, m]\right)}{r_{i 2}},
$$

are negative. Because $r_{i 2} \geq r_{j 2}$, where $i<j$, we get:

$$
\begin{aligned}
& \beta_{1,2}(1-c) \frac{\tau_{2} E V\left(\mathbf{A}_{4}=[2,2, m]\right)}{r_{i 2}} \\
\leq & \beta_{1,2}(1-c) \frac{\tau_{2} E V\left(\mathbf{A}_{4}=[2,2, m]\right)}{r_{j 2}},
\end{aligned}
$$

and

$$
\begin{aligned}
& \beta_{1,2}(1-c) \frac{\tau_{2} E V\left(\mathbf{A}_{1}=[1,1, m]\right)}{r_{i 2}} \\
\leq & \beta_{1,2}(1-c) \frac{\tau_{2} E V\left(\mathbf{A}_{1}=[1,1, m]\right)}{r_{j 2}} .
\end{aligned}
$$

Therefore, $\underline{\alpha}_{1,2}^{i} \geq \underline{\alpha}_{1,2}^{j}$, and $\bar{\alpha}_{1,2}^{i} \geq \bar{\alpha}_{1,2}^{j}$. Thus, $\underline{\alpha}_{1,2}^{i}$ and $\bar{\alpha}_{1,2}^{i}$ are non-increasing in $i$, and therefore, $\alpha_{1,2}^{i}$ is nonincreasing in $i$.
(ii) When $\frac{1}{\beta_{1,2}} \leq c<1$, the second term in both critical ratio expressions, that is

$$
\beta_{1,2}(1-c) \frac{\tau_{2} E V\left(\mathbf{A}_{4}=[2,2, m]\right)}{r_{i 2}}
$$

and

$$
\beta_{1,2}(1-c) \frac{\tau_{2} E V\left(\mathbf{A}_{1}=[1,1, m]\right)}{r_{i 2}}
$$

are positive. Because $r_{i 2} \geq r_{j 2}$, where $i<j$, we get:

$$
\begin{aligned}
& \beta_{1,2}(1-c) \frac{\tau_{2} E V\left(\mathbf{A}_{4}=[2,2, m]\right)}{r_{i 2}} \\
\geq & \beta_{1,2}(1-c) \frac{\tau_{2} E V\left(\mathbf{A}_{4}=[2,2, m]\right)}{r_{j 2}},
\end{aligned}
$$

and

$$
\begin{aligned}
& \beta_{1,2}(1-c) \frac{\tau_{2} E V\left(\mathbf{A}_{1}=[1,1, m]\right)}{r_{i 2}} \\
\geq & \beta_{1,2}(1-c) \frac{\tau_{2} E V\left(\mathbf{A}_{1}=[1,1, m]\right)}{r_{j 2}} .
\end{aligned}
$$

Therefore, $\underline{\alpha}_{1,2}^{i} \leq \underline{\alpha}_{1,2}^{j}$, and $\bar{\alpha}_{1,2}^{i} \leq \bar{\alpha}_{1,2}^{j}$. Thus, $\underline{\alpha}_{1,2}^{i}$ and $\bar{\alpha}_{1,2}^{i}$ are non-decreasing in $i$, and therefore, $\alpha_{1,2}^{i}$ is non-decreasing in $i$.

## Proof of Proposition 3.

(i) When $c \geq 1$, we get $\beta_{1,2}(1-c)<0$. Then, when $E V\left(\mathbf{A}_{1}=[1,1, m]\right)>E V\left(\mathbf{A}_{4}=[2,2, m]\right), \quad \underline{\alpha}_{1,2}^{i}-\bar{\alpha}_{1,2}^{i}$
$=\beta_{1,2}(1-c) \tau_{2} / r_{i 2}\left[E V\left(\mathbf{A}_{4}=[2,2, m]\right)-E V\left(\mathbf{A}_{1}=\right.\right.$ $[1,1, m])]>0$. Thus, $\underline{\alpha}_{1,2}^{i}>\bar{\alpha}_{1,2}^{i}$ for each state $i=1,2$.
(ii) When $c \geq 1$, we get $\beta_{1,2}(1-c)<0$. Then, when $E V\left(\mathbf{A}_{1}=[1,1, m]\right) \quad \leq E V\left(\mathbf{A}_{4}=[2,2, m]\right)$, $\underline{\alpha}_{1,2}^{i}-\bar{\alpha}_{1,2}^{i}=\beta_{1,2}(1-c) \tau_{2} / r_{i 2}\left[E V\left(\mathbf{A}_{4}=[2,2, m]\right)-\right.$ $\left.E V\left(\mathbf{A}_{1}=[1,1, m]\right)\right] \leq 0$. Thus, $\underline{\alpha}_{1,2}^{i} \leq \bar{\alpha}_{1,2}^{i}$ for each state $i=1,2$.
(iii) When $1 / \beta_{1,2} \leq c<1$, we get $\beta_{1,2}(1-c)>0$. Then, when $E V\left(\mathbf{A}_{1}=[1,1, m]\right)>E V\left(\mathbf{A}_{4}=[2,2, m]\right), \underline{\alpha}_{1,2}^{i}-$ $\bar{\alpha}_{1,2}^{i}=\beta_{1,2}(1-c) \tau_{2} / r_{i 2}\left[E V\left(\mathbf{A}_{4}=[2,2, m]\right)-E V\left(\mathbf{A}_{1}=\right.\right.$ $[1,1, m])]<0$. Thus, $\underline{\alpha}_{1,2}^{i}<\bar{\alpha}_{1,2}^{i}$ for each state $i=1,2$.
(iv) When $1 / \beta_{1,2} \leq c<1$, we get $\beta_{1,2}(1-c)>0$. Then, when $\operatorname{EV}\left(\mathbf{A}_{1}=[1,1, m]\right) \leq E V\left(\mathbf{A}_{4}=[2,2, m]\right), \underline{\alpha}_{1,2}^{i}-$ $\bar{\alpha}_{1,2}^{i}=\beta_{1,2}(1-c) \tau_{2} / r_{i 2}\left[E V\left(\mathbf{A}_{4}=[2,2, m]\right)-E V\left(\mathbf{A}_{1}=\right.\right.$ $[1,1, m])] \geq 0$. Thus, $\underline{\alpha}_{1,2}^{i} \geq \bar{\alpha}_{1,2}^{i}$ for each state $i=1,2$.

Proof of Theorem 1. We provide the proof for the case when $c \geq 1$, and the proof for the case when $1 / \beta_{1,2} \leq c<1$ is similar.

1. The case when $E V\left(\mathbf{A}_{1}=[1,1, m]\right) \geq E V\left(\mathbf{A}_{4}=[2,2, m]\right)$ and thus $\alpha_{12}^{i}=\bar{\alpha}_{12}^{i}$ for each $i=1,2$.
Under these conditions, we already know from Proposition 3(i) that $\underline{\alpha}_{1,2}^{i} \geq \bar{\alpha}_{12}^{i}$ for each $i=1,2$. The value of the ratio of rewards can be in one of four possible scenarios.
Scenario 1: $\bar{\alpha}_{12}^{1} \leq R R_{1,2}^{1}$ and $\bar{\alpha}_{12}^{2} \leq R R_{1,2}^{2}$.
From Proposition 1, we know that $\bar{\alpha}_{12}^{1} \leq R R_{1,2}^{1}$ implies that $E V\left(\mathbf{A}_{1}=[1,1, m]\right) \geq E V\left(\mathbf{A}_{3}=[2,1, m]\right)$ and $\bar{\alpha}_{12}^{2} \leq R R_{1,2}^{2}$ implies that $E V\left(\mathbf{A}_{1}=[1,1, m]\right) \geq$ $E V\left(\mathbf{A}_{2}=[1,2, m]\right)$. By the definition of this case, we already have $E V\left(\mathbf{A}_{1}=[1,1, m]\right) \geq E V\left(\mathbf{A}_{4}=[2,2, m]\right)$. Therefore, $E V\left(\mathbf{A}_{1}=[1,1, m]\right)$ is the highest expected reward collectively, and producing product 1 is optimal in both states, $i=1,2$ (i.e., $a_{1}^{*}=1, a_{2}^{*}=1$ ).
Scenario 2: $\bar{\alpha}_{12}^{1} \leq R R_{1,2}^{1}$ and $\bar{\alpha}_{12}^{2}>R R_{1,2}^{2}$.
From Proposition 1, we know that $\bar{\alpha}_{12}^{1} \leq R R_{1,2}^{1}$ implies that $E V\left(\mathbf{A}_{1}=[1,1, m]\right) \geq E V\left(\mathbf{A}_{3}=[2,1, m]\right)$, and $\bar{\alpha}_{12}^{2}>R R_{1,2}^{2}$ implies that $E V\left(\mathbf{A}_{1}=[1,1, m]\right)<$ $E V\left(\mathbf{A}_{2}=[1,2, m]\right)$. By the definition of this case, we already have $E V\left(\mathbf{A}_{1}=[1,1, m]\right) \geq E V\left(\mathbf{A}_{4}=[2,2, m]\right)$. Therefore, the expected values are in the following order:

$$
\begin{aligned}
& E V\left(\mathbf{A}_{2}=[1,2, m]\right)>E V\left(\mathbf{A}_{1}=[1,1, m]\right) \\
\geq & \left\{\begin{array}{l}
E V\left(\mathbf{A}_{3}=[2,1, m]\right) \\
E V\left(\mathbf{A}_{4}=[2,2, m]\right)
\end{array}\right\} .
\end{aligned}
$$

Thus, policy $\mathbf{A}_{2}=[1,2, m]$ is optimal. This leads to the optimal choices of product 1 in state 1 and product 2 in state 2, i.e., $a_{1}^{*}=1, a_{2}^{*}=2$.
Scenario 3: $\bar{\alpha}_{12}^{1}>R R_{1,2}^{1}$ and $\bar{\alpha}_{12}^{2} \leq R R_{1,2}^{2}$.

From Proposition 1 , we know that $\bar{\alpha}_{12}^{1}>R R_{1,2}^{1}$ implies that $E V\left(\mathbf{A}_{1}=[1,1, m]\right)<E V\left(\mathbf{A}_{3}=[2,1, m]\right)$ and $\bar{\alpha}_{12}^{2} \leq R R_{1,2}^{2} \quad$ implies that $E V\left(\mathbf{A}_{1}=[1,1, m]\right) \geq$ $E V\left(\mathbf{A}_{2}=[1,2, m]\right)$. By the definition of this case, we already have $E V\left(\mathbf{A}_{1}=[1,1, m]\right) \geq E V\left(\mathbf{A}_{4}=[2,2, m]\right)$. Therefore, the expected values are in the following order:

$$
\begin{aligned}
& E V\left(\mathbf{A}_{3}=[2,1, m]\right)>E V\left(\mathbf{A}_{1}=[1,1, m]\right) \\
\geq & \left\{\begin{array}{l}
E V\left(\mathbf{A}_{2}=[1,2, m]\right) \\
E V\left(\mathbf{A}_{4}=[2,2, m]\right)
\end{array}\right\} .
\end{aligned}
$$

Thus, policy $E V\left(\mathbf{A}_{3}=[2,1, m]\right)$ is optimal. This leads to the optimal choices of product 2 in state 1 and product 1 in state 2 , i.e., $a_{1}^{*}=2, a_{2}^{*}=1$.
Scenario 4: $\bar{\alpha}_{12}^{1}>R R_{1,2}^{1}$ and $\bar{\alpha}_{12}^{2}>R R_{1,2}^{2}$.
From Proposition 1, we know that $\bar{\alpha}_{12}^{1}>R R_{1,2}^{1}$ implies that $E V\left(\mathbf{A}_{1}=[1,1, m]\right)<E V\left(\mathbf{A}_{3}=[2,1, m]\right)$ and $\bar{\alpha}_{12}^{2}>R R_{1,2}^{2}$ implies that $E V\left(\mathbf{A}_{1}=[1,1, m]\right)<$ $E V\left(\mathbf{A}_{2}=[1,2, m]\right)$. Thus,

$$
\left\{\begin{array}{l}
E V\left(\mathbf{A}_{2}=[1,2, m]\right) \\
E V\left(\mathbf{A}_{3}=[2,1, m]\right)
\end{array}\right\}>E V\left(\mathbf{A}_{1}=[1,1, m]\right)
$$

However, we already know from Proposition 3(i) that $\underline{\alpha}_{1,2}^{i} \geq \bar{\alpha}_{12}^{i}$ for each $i=1,2$. Therefore in this scenario, we have $\underline{\alpha}_{1,2}^{1} \geq \bar{\alpha}_{12}^{1}>R R_{1,2}^{1}$ and $\underline{\alpha}_{1,2}^{2} \geq \bar{\alpha}_{12}^{2}>$ $R R_{1,2}^{2}$. From Proposition 1, we know that $\underline{\alpha}_{1,2}^{1}>$ $R R_{1,2}^{1}$ implies $E V\left(\mathbf{A}_{4}=[2,2, m]\right)>E V\left(\mathbf{A}_{2}=[1,2, m]\right)$ and that $\underline{\alpha}_{1,2}^{2}>R R_{1,2}^{2}$ implies $E V\left(\mathbf{A}_{4}=[2,2, m]\right)>$ $E V\left(\mathbf{A}_{3}=[2,1, m]\right)$. Collectively, we get:

$$
E V\left(\mathbf{A}_{4}=[2,2, m]\right)>\left\{\begin{array}{l}
E V\left(\mathbf{A}_{2}=[1,2, m]\right) \\
E V\left(\mathbf{A}_{3}=[2,1, m]\right)
\end{array}\right\}
$$

When these are combined with the earlier comparisons, we get:

$$
\begin{aligned}
E V\left(\mathbf{A}_{4}\right. & =[2,2, m])>\left\{\begin{array}{l}
E V\left(\mathbf{A}_{2}=[1,2, m]\right) \\
E V\left(\mathbf{A}_{3}=[2,1, m]\right)
\end{array}\right\} \\
& >E V\left(\mathbf{A}_{1}=[1,1, m]\right)
\end{aligned}
$$

contradicting the motivating case of $E V\left(\mathbf{A}_{1}=\right.$ $[1,1, m]) \geq E V\left(\mathbf{A}_{4}=[2,2, m]\right)$. As a result, this scenario is never encountered when $E V\left(\mathbf{A}_{1}=[1,1, m]\right) \geq$ $E V\left(\mathbf{A}_{4}=[2,2, m]\right)$, proving part (iii) of the theorem. Scenarios 1,2 and 3 collectively prove that when $\bar{\alpha}_{12}^{i} \leq$ $R R_{1,2}^{i}$, then the optimal production decision is $a_{i}^{*}=1$, and when $\bar{\alpha}_{12}^{i}>R R_{1,2}^{i}$, then the optimal production decision is $a_{i}^{*}=2$. This completes parts (i) and (ii) of the proof of the theorem.
2. The case when $E V\left(\mathbf{A}_{1}=[1,1, m]\right)<E V\left(\mathbf{A}_{4}=\right.$ $[2,2, m])$.
Under these conditions, we already know from Proposition 3(ii) that $\underline{\alpha}_{1,2}^{i}<\bar{\alpha}_{12}^{i}$ for each $i=1,2$. The value of the ratio of rewards can be in one of four possible scenarios.

Scenario 1: $\underline{\alpha}_{12}^{1}>R R_{1,2}^{1}$ and $\underline{\alpha}_{12}^{2}>R R_{1,2}^{2}$.

From Proposition 1, we know that $\underline{\alpha}_{12}^{1}>R R_{1,2}^{1}$ implies that $E V\left(\mathbf{A}_{2}=[1,2, m]\right)<E V\left(\mathbf{A}_{4}=[2,2, m]\right)$ and $\underline{\alpha}_{12}^{2}>R R_{1,2}^{2}$ implies that $E V\left(\mathbf{A}_{3}=[2,1, m]\right)<$ $E V\left(\mathbf{A}_{4}=[2,2, m]\right)$. As a result, we have:

$$
E V\left(\mathbf{A}_{4}=[2,2, m]\right)>\left\{\begin{array}{l}
E V\left(\mathbf{A}_{1}=[1,1, m]\right) \\
E V\left(\mathbf{A}_{2}=[1,2, m]\right) \\
E V\left(\mathbf{A}_{3}=[2,1, m]\right)
\end{array}\right\}
$$

Thus, the optimal policy is $\mathbf{A}_{4}=[2,2, m]$ and the optimal production choice is product 2 in both states, i.e., $a_{1}^{*}=2, a_{2}^{*}=2$.

Scenario 2: $\underline{\alpha}_{12}^{1}>R R_{1,2}^{1}$ and $\underline{\alpha}_{12}^{2} \leq R R_{1,2}^{2}$.
From Proposition 1, we know that $\underline{\alpha}_{12}^{1}>R R_{1,2}^{1}$ implies that $E V\left(\mathbf{A}_{2}=[1,2, m]\right)<E V\left(\mathbf{A}_{4}=[2,2, m]\right)$ and $\underline{\alpha}_{12}^{2} \leq R R_{1,2}^{2}$ implies that $E V\left(\mathbf{A}_{3}=[2,1, m]\right) \geq$ $E V\left(\mathbf{A}_{4}=[2,2, m]\right)$. By the definition of this case, we already have $E V\left(\mathbf{A}_{1}=[1,1, m]\right)<E V\left(\mathbf{A}_{4}=[2,2, m]\right)$. Therefore, the expected values are in the following order:

$$
\begin{aligned}
E V\left(\mathbf{A}_{3}\right. & =[2,1, m]) \geq E V\left(\mathbf{A}_{4}=[2,2, m]\right) \\
& >\left\{\begin{array}{l}
E V\left(\mathbf{A}_{1}=[1,1, m]\right) \\
E V\left(\mathbf{A}_{2}=[1,2, m]\right)
\end{array}\right\} .
\end{aligned}
$$

Thus, policy $\mathbf{A}_{3}=[2,1, m]$ is optimal. This leads to the optimal choices of product 2 in state 1 and product 1 in state 2 , i.e., $a_{1}^{*}=2, a_{2}^{*}=1$.
Scenario 3: $\underline{\alpha}_{12}^{1} \leq R R_{1,2}^{1}$ and $\underline{\alpha}_{12}^{2}>R R_{1,2}^{2}$ :
From Proposition 1, we know that $\underline{\alpha}_{12}^{1} \leq R R_{1,2}^{1}$ implies that $E V\left(\mathbf{A}_{2}=[1,2, m]\right) \geq E V\left(\mathbf{A}_{4}=[2,2, m]\right)$ and $\underline{\alpha}_{12}^{2}>R R_{1,2}^{2}$ implies that $E V\left(\mathbf{A}_{3}=[2,1, m]\right)<$ $E V\left(\mathbf{A}_{4}=[2,2, m]\right)$. By the definition of this case, we already have $E V\left(\mathbf{A}_{1}=[1,1, m]\right)<E V\left(\mathbf{A}_{4}=[2,2, m]\right)$. Therefore, the expected values are in the following order:

$$
\begin{aligned}
E V\left(\mathbf{A}_{2}\right. & =[1,2, m]) \geq E V\left(\mathbf{A}_{4}=[2,2, m]\right) \\
& >\left\{\begin{array}{l}
E V\left(\mathbf{A}_{1}=[1,1, m]\right) \\
E V\left(\mathbf{A}_{3}=[2,1, m]\right)
\end{array}\right\} .
\end{aligned}
$$

Thus, policy $\mathbf{A}_{2}=[1,2, m]$ is optimal. This leads to the optimal choices of product 1 in state 1 and product 2 in state 2 , i.e., $a_{1}^{*}=1, a_{2}^{*}=2$.
Scenario 4: $\underline{\alpha}_{12}^{1}>R R_{1,2}^{1}$ and $\underline{\alpha}_{12}^{2}>R R_{1,2}^{2}$.
It can easily be seen that when both $\underline{\alpha}_{12}^{1}>R R_{1,2}^{1}$ and $\underline{\alpha}_{12}^{2}>R R_{1,2}^{2}$, we get $E V\left(\mathbf{A}_{1}=[1,1, m]\right)>E V\left(\mathbf{A}_{4}=\right.$ $[2,2, m])$, and this contradicts the original case, proving part (iii) of the theorem.
Scenarios 1, 2 and 3 collectively prove that when $\underline{\alpha}_{12}^{i} \leq$ $R R_{1,2}^{i}$, then the optimal production decision is $a_{i}^{*}=1$, and when $\underline{\alpha}_{12}^{i}>R R_{1,2}^{i}$, then the optimal production decision is $a_{i}^{*}=2$. This completes parts (i) and (ii) of the proof of the theorem.

## Proof of Proposition 4.

The proof follows from Propositions 2 and 3.
(i) When $c>1$, both critical ratios are non-increasing in $i$. Therefore, in the case of constant ratio of rewards, i.e., $R R_{1,2}^{1}=R R_{1,2}^{2}=R R_{1,2}^{i}=R R_{1,2}$ for all $i=1, \ldots, N$, we get $R R_{1,2}-\underline{\alpha}_{1,2}^{i} \leq R R_{1,2}-\underline{\alpha}_{1,2}^{j}$ for all states $i<j$ as well as $R R_{1,2}-\bar{\alpha}_{1,2}^{i} \leq R R_{1,2}-\bar{\alpha}_{1,2}^{j}$ for all states $i<j$; and, their signs can switch from negative to positive only once.
(ii) When $1 / \beta_{1,2} \leq c<1$, both critical ratios are nondecreasing in $i$. Therefore, in the case of constant ratio of rewards, i.e., $R R_{1,2}^{1}=R R_{1,2}^{2}=R R_{1,2}^{i}=R R_{1,2}$, we get $R R_{1,2}-\underline{\alpha}_{1,2}^{i} \geq R R_{1,2}-\underline{\alpha}_{1,2}^{j}$ for all states $i<j$ as well as $R R_{1,2}^{i}-\bar{\alpha}_{1,2}^{1} \geq R R_{1,2}^{i}-\bar{\alpha}_{1,2}^{2}$ for all states $i<j$; and, their signs can switch from positive to negative only once.

Proof of Corollary 1. The proof follows directly from Theorem 1.

Proof of Lemma 1. The proof follows from Theorem 3 of Kao (1973) and the fact that the reward structure is nonincreasing in the machine state, i.e., $r_{i a} \geq r_{j a}$ for each action $a$ and for all states $1 \leq i<j \leq N$.

Proof of Proposition 5. When maintenance is performed, the machine returns to its best state with probability $p_{i 1}^{m}=1$ for all $i=2, \ldots, N$. First, consider the problem setting with $N$ states. The steadystate probability for states where production takes place, i.e., $i=1, \ldots, M-1$, using any policy $\mathbf{A}_{N}=$ $\left[a_{1}, \ldots, a_{M-1}, a_{M}=m, \ldots, a_{N-1}=m, a_{N}=m\right]$ generates $\pi_{i}\left(\mathbf{A}_{N}=\left[a_{1}, \ldots, a_{M-1}, a_{M}=m, \ldots, a_{N-1}=m, a_{N}=m\right]\right)$. Now, consider the problem setting with $N-1$ states, and a policy that uses the same sequence of actions in all states from $i=1$ to $i=N-1$, denoted by $\mathbf{A}_{N-1}$. The steady-state probability for this policy in the states that production takes place, i.e., $i=1, \ldots, M-1$, is denoted by $\pi_{i}\left(\mathbf{A}_{N-1}=\left[a_{1}, \ldots, a_{M-1}, a_{M}=m, \ldots\right.\right.$, $\left.a_{N-1}=m\right]$ ). It should be observed that $\pi_{i}\left(\mathbf{A}_{N}=\right.$ $\left.\left[a_{1}, \ldots, a_{M-1}, \quad a_{M}=m, \ldots, \quad a_{N-1}=m, \quad a_{N}=m\right]\right)=$ $\pi_{i}\left(\mathbf{A}_{N-1}=\left[a_{1}, \ldots, a_{M-1}, a_{M}=m, \ldots, \quad a_{N-1}=m\right]\right) \times p_{N 1}^{m}$. Because $p_{N 1}^{m}=1$, we get $\pi_{i}\left(\mathbf{A}_{N}=\left[a_{1}, \ldots, a_{M-1}, a_{M}=\right.\right.$ $\left.\left.m, \ldots, a_{N-1}=m, a_{N}=m\right]\right)=\pi_{i} \quad\left(\mathbf{A}_{N-1}=\left[a_{1}, \ldots\right.\right.$, $\left.a_{M-1}, a_{M}=m, \ldots, a_{N-1}=m\right]$ ). Therefore, the expected values of these two policies, despite the fact that they are in two different settings, are equal. Thus, $E V\left(\mathbf{A}_{N}\right)=E V\left(\mathbf{A}_{N-1}\right)$. By induction, we get $\pi_{i}\left(\mathbf{A}_{N}=\right.$ $\left.\left[a_{1}, \ldots, a_{M-1}, \quad a_{M}=m, \ldots, a_{N-1}=m, \quad a_{N}=m\right]\right)=\pi_{i}$ $\left(\mathbf{A}_{N-1}=\left[a_{1}, \ldots, a_{M-1}, a_{M}=m, \ldots, a_{N-1}=m\right]\right)=\ldots=$ $\pi_{i}\left(\mathbf{A}_{M}=\left[a_{1}, \ldots, a_{M-1}, a_{M}=m\right]\right)$. Moreover, we get $E V\left(\mathbf{A}_{N}\right)=E V\left(\mathbf{A}_{N-1}\right)=\ldots=E V\left(\mathbf{A}_{M}\right)$. Let us denote $\mathbf{A}_{N}(1)$ and $\mathbf{A}_{N}(2)$ as the single-product policies of manufacturing products 1 and 2, respectively, in a problem setting that features $N$ machine states. We next show that the critical ratios for problem settings that have production actions in the first $M-1$ states and maintenance in
the following (worse) states are equal for all problem settings that feature $M$ or more machine states. Thus, $\underline{\alpha}_{k, l}^{i}(N, M)=c \beta_{1,2}+\beta_{1,2}(1-c)\left(\tau_{2} E V\left(\mathbf{A}_{N}(2)\right) / r_{i 2}=\right.$ $\underline{\alpha}_{k, l}^{i}(N-1, M)=c \beta_{1,2}+\beta_{1,2}(1-c)\left(\tau_{2} E V\left(\mathbf{A}_{N-1}(2)\right) / r_{i 2}\right)$ $=\ldots=\underline{\alpha}_{k, l}^{i}(M, M)=c \beta_{1,2}+\beta_{1,2}(1-c)\left(\tau_{2} E V\left(\mathbf{A}_{M}(2)\right) / r_{i 2}\right.$ for all $i=1, \ldots, M-1$, and $\bar{\alpha}_{k, l}^{i}(N, M)=c \beta_{1,2}+$ $\beta_{1,2}(1-c)\left(\tau_{2} E V\left(\mathbf{A}_{N}(1)\right) / r_{i 2}\right)=\bar{\alpha}_{k, l}^{i}(N-1, M)=c \beta_{1,2}$ $+\beta_{1,2}(1-c)\left(\tau_{2} E V\left(\mathbf{A}_{N-1}(1)\right) / r_{i 2}=\ldots=\bar{\alpha}_{k, l}^{i}(M, M)=\right.$ $c \beta_{1,2}+\beta_{1,2}(1-c)\left(\tau_{2} E V\left(\mathbf{A}_{M}(1)\right) / r_{i 2}\right)$ for all $i=1, \ldots$, $M-1$. As a result, we have $\alpha_{k, l}^{i}(N, M)=\alpha_{k, l}^{i}(N-1, M)=$ $\ldots=\alpha_{k, l}^{i}(M, M)$ for all states $i=1, \ldots, M-1$.
Proof of Proposition 6. Products 1 and 2 have the same mean processing time, however, the variance of processing time is higher for product 1 than for product 2 . Therefore, we have $\tau_{1}=\tau_{2}$, and $\sigma_{1}^{2}>\sigma_{2}^{2}$. We provide the proof for the case when $\alpha_{1,2}^{i}=\bar{\alpha}_{1,2}^{i}$, and the proof for the case when $\alpha_{1,2}^{i}$ $=\underline{\alpha}_{1,2}^{i}$ is similar. Let us determine the critical ratios defined by $\bar{\alpha}_{1,2}^{i}$ for each state $i=1,2$.
(i) For state 1, we have $E V[1,1, m]=E V[2,1, m]$ :

$$
\begin{aligned}
& \frac{r_{11}\left(1-p_{22}^{1}\right)+r_{21} p_{12}^{1}+r_{3 m}\left(1-p_{11}^{1}\right)\left(1-p_{22}^{1}\right)}{\tau_{2}\left(1-p_{22}^{1}\right)+\tau_{2} p_{12}^{1}+\tau_{m}\left(1-p_{11}^{1}\right)\left(1-p_{22}^{1}\right)} \\
& \quad=\frac{r_{12}\left(1-p_{22}^{1}\right)+r_{21} p_{12}^{2}+r_{3 m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{1}\right)}{\tau_{2}\left(1-p_{22}^{1}\right)+\tau_{2} p_{12}^{2}+\tau_{m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{1}\right)} .
\end{aligned}
$$

Substituting $p_{12}^{1}=p_{12}^{2}+\varepsilon_{12}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)$ and $\left(1-p_{11}^{1}\right)=(1-$ $\left.p_{11}^{2}\right)-\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)$ into $E V[2,1, m]$ provides $r_{11}\left(1-p_{22}^{1}\right)$ $=r_{12}\left(1-p_{22}^{1}\right)-\varepsilon_{12}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)\left(r_{21}-\tau_{2} E V[1,1, m]\right)+\varepsilon_{11}^{12}$ $\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)\left(1-p_{22}^{1}\right)\left(r_{3 m}-\tau_{m} E V[1,1, m]\right)$. Thus,

$$
\begin{aligned}
\frac{r_{11}}{r_{12}}= & \bar{\alpha}_{1,2}^{1} \\
= & 1-\frac{\varepsilon_{12}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)}{r_{12}\left(1-p_{22}^{1}\right)}\left(r_{21}-\tau_{2} E V[1,1, m]\right) \\
& +\frac{\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)}{r_{12}}\left(r_{3 m}-\tau_{m} E V[1,1, m]\right) .
\end{aligned}
$$

The critical ratio is greater than one when $\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)$ $\left(1-p_{22}^{1}\right) \quad\left(r_{3 m}-\tau_{m} \quad E V[1,1, m]\right)>\varepsilon_{12}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right) \quad\left(r_{21}-\right.$ $\tau_{2} E V[1,1, m]$ ). Therefore when this condition is satisfied, $\bar{\alpha}_{1,2}^{1}$ is increasing in variance; otherwise, it is decreasing in the variance of processing times.
(ii) Similarly, for state 2, we have $E V[1,1, m]=E V[1,2, m]$ :

$$
\begin{aligned}
& \frac{r_{11}\left(1-p_{22}^{1}\right)+r_{21} p_{12}^{1}+r_{3 m}\left(1-p_{11}^{1}\right)\left(1-p_{22}^{1}\right)}{\tau_{2}\left(1-p_{22}^{1}\right)+\tau_{2} p_{12}^{1}+\tau_{m}\left(1-p_{11}^{1}\right)\left(1-p_{22}^{2}\right)} \\
= & \frac{r_{11}\left(1-p_{22}^{2}\right)+r_{22} p_{12}^{1}+r_{3 m}\left(1-p_{11}^{1}\right)\left(1-p_{22}^{2}\right)}{\tau_{2}\left(1-p_{22}^{2}\right)+\tau_{2} p_{12}^{1}+\tau_{m}\left(1-p_{11}^{1}\right)\left(1-p_{22}^{2}\right)} .
\end{aligned}
$$

Substituting $\left(1-p_{11}^{1}\right)=\left(1-p_{11}^{2}\right)-\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)$ into $E V$ $[1,2, m]$ provides $r_{21} p_{12}^{1}=r_{22} p_{12}^{1}+\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)\left(r_{21}-\tau_{2} E V\right.$ $[1,1, m])+\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)\left(1-p_{11}^{1}\right)\left(r_{3 m}-\tau_{m} E V[1,1, m]\right)$.

Thus,

$$
\begin{aligned}
\frac{r_{21}}{r_{22}}= & \bar{\alpha}_{1,2}^{2} \\
= & 1+\frac{\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)}{r_{22} p_{12}^{1}}\left(r_{11}-\tau_{2} E V[1,1, m]\right) \\
& +\frac{\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)}{r_{22} p_{12}^{1}}\left(1-p_{11}^{1}\right)\left(r_{3 m}-\tau_{m} E V[1,1, m]\right) .
\end{aligned}
$$

The critical ratio is greater than one when $r_{11}-\tau_{2}$ $E V[1,1, m]<-\left(1-p_{11}^{1}\right)\left(r_{3 m}-\tau_{m} E V[1,1, m]\right)$. Therefore, when this condition is satisfied, $\bar{\alpha}_{1,2}^{2}$ is increasing in variance; otherwise, it is decreasing in the variance of processing times.

Proof of Proposition 7. The critical ratios for the comparison of products 2 and 3 were developed in Proposition 1. The comparison of products 1 and 3 captures the combined effect of mean and variance in processing times. Product 1 has a higher mean and variance in its processing time than product 3. Thus, $\tau_{1}=\tau_{2}>\tau_{3}$ and $\sigma_{1}^{2}>\sigma_{2}^{2}=\sigma_{3}^{2}$. We first develop the critical ratios defined by $\underline{\alpha}_{1,3}^{i}$ for each state $i=1$, 2 .
(i) We can determine the critical ratio for state 1 by equating $E V[1,3, m]=E V[3,3, m]$ :

$$
\begin{aligned}
& \frac{r_{11}\left(1-p_{22}^{3}\right)+r_{23} p_{12}^{1}+r_{3 m}\left(1-p_{11}^{1}\right)\left(1-p_{22}^{3}\right)}{\tau_{2}\left(1-p_{22}^{3}\right)+\tau_{3} p_{12}^{1}+\tau_{m}\left(1-p_{11}^{1}\right)\left(1-p_{22}^{3}\right)} \\
& \quad=\frac{r_{13}\left(1-p_{22}^{3}\right)+r_{23} p_{12}^{3}+r_{3 m}\left(1-p_{11}^{3}\right)\left(1-p_{22}^{3}\right)}{\tau_{3}\left(1-p_{22}^{3}\right)+\tau_{3} p_{12}^{3}+\tau_{m}\left(1-p_{11}^{3}\right)\left(1-p_{22}^{3}\right)}
\end{aligned}
$$

Note that $p_{12}^{1}=c \beta_{2,3} p_{12}^{3}+\varepsilon_{12}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)$ and $\left(1-p_{11}^{1}\right)$ $\left(1-p_{22}^{3}\right)=c \beta_{2,3}\left(1-p_{11}^{3}\right)\left(1-p_{22}^{3}\right)-\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)(1-$ $\left.p_{11}^{3}\right)$. Substituting these two expressions in $E V[1,3, m]$ provides.

$$
\begin{aligned}
\frac{r_{11}}{r_{13}}= & \underline{\alpha}_{1,3}^{1}=c \beta_{2,3}-\left(c \beta_{2,3}-\beta_{2,3}\right) \frac{\tau_{3} E V[3,3, m]}{r_{13}} \\
& -\frac{\varepsilon_{12}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)}{r_{13}\left(1-p_{22}^{3}\right)}\left(r_{23}-\tau_{3} E V[3,3, m]\right) \\
& +\frac{\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)}{r_{13}}\left(r_{3 m}-\tau_{m} E V[3,3, m]\right) .
\end{aligned}
$$

Thus

$$
\begin{aligned}
\underline{\alpha}_{1,3}^{1}= & \underline{\alpha}_{2,3}^{1}-\frac{\varepsilon_{12}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)}{r_{13}\left(1-p_{22}^{3}\right)}\left(r_{23}-\tau_{3} E V[3,3, m]\right) \\
& +\frac{\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)}{r_{13}}\left(r_{3 m}-\tau_{m} E V[3,3, m]\right)
\end{aligned}
$$

The critical ratio $\underline{\alpha}_{1,3}^{1}$ is greater than $\underline{\alpha}_{2,3}^{1}$ when $\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)\left(1-p_{22}^{3}\right)\left(r_{3 m}-\tau_{m} E V[3,3, m]\right)>$ $\varepsilon_{12}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)\left(r_{23}-\tau_{3} E V[3,3, m]\right)$. Therefore, when this condition is satisfied, the firm needs to earn a higher reward to switch from product 3 to product 1 than from product 3 to product 2 in state 1 .
(ii) Similarly, we can obtain the critical ratio for state 2 by equating $E V[3,1, m]=E V[3,3, m]$ :

$$
\begin{aligned}
& \frac{r_{13}\left(1-p_{22}^{1}\right)+r_{21} p_{12}^{3}+r_{3 m}\left(1-p_{11}^{3}\right)\left(1-p_{22}^{1}\right)}{\tau_{3}\left(1-p_{22}^{1}\right)+\tau_{2} p_{12}^{3}+\tau_{m}\left(1-p_{11}^{3}\right)\left(1-p_{22}^{1}\right)} \\
& \quad=\frac{r_{13}\left(1-p_{22}^{3}\right)+r_{23} p_{12}^{3}+r_{3 m}\left(1-p_{11}^{3}\right)\left(1-p_{22}^{3}\right)}{\tau_{3}\left(1-p_{22}^{3}\right)+\tau_{3} p_{12}^{3}+\tau_{m}\left(1-p_{11}^{3}\right)\left(1-p_{22}^{3}\right)}
\end{aligned}
$$

Note that $\left(1-p_{22}^{1}\right)=c \beta_{2,3}\left(1-p_{22}^{3}\right)-\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)$ and $\left(1-p_{11}^{1}\right)\left(1-p_{22}^{3}\right)=c \beta_{2,3}\left(1-p_{11}^{3}\right)\left(1-p_{22}^{3}\right)-\varepsilon_{11}^{12} \quad\left(\sigma_{1}^{2}\right.$, $\left.\sigma_{2}^{2}\right)\left(1-p_{11}^{3}\right)$. Substituting these two expressions in $E V[3,1, m]$ provides:

$$
\begin{aligned}
\frac{r_{21}}{r_{23}}= & \underline{\alpha}_{1,3}^{2}=c \beta_{2,3}-\left(c \beta_{2,3}-\beta_{2,3}\right) \frac{\tau_{3} E V[3,3, m]}{r_{23}} \\
& +\frac{\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)}{r_{23} p_{12}^{3}}\left(r_{13}-\tau_{3} E V[3,3, m]\right) \\
& +\frac{\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)}{r_{23} p_{12}^{3}}\left(1-p_{11}^{3}\right)\left(r_{3 m}-\tau_{m} E V[3,3, m]\right) .
\end{aligned}
$$

Thus,

$$
\begin{aligned}
\underline{\alpha}_{1,3}^{2}= & \underline{\alpha}_{2,3}^{2}+\frac{\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)}{r_{23} p_{12}^{3}}\left[\left(r_{13}-\tau_{3} E V[3,3, m]\right)\right. \\
& \left.+\left(1-p_{11}^{3}\right)\left(r_{3 m}-\tau_{m} E V[3,3, m]\right)\right]
\end{aligned}
$$

The critical ratio $\underline{\alpha}_{1,3}^{2}$ is greater than $\underline{\alpha}_{2,3}^{2}$ when $r_{13}-\tau_{3}$ $E V[3,3, m]<-\left(1-p_{11}^{3}\right)\left(r_{3 m}-\tau_{m} E V[3,3, m]\right)$. Therefore, when this condition is satisfied, the firm needs to earn a higher reward to switch from product 3 to product 1 than from product 3 to product 2 in state 2 .

Using $E V[2,2, m]$ as the calibrating reference policy, we next develop the critical ratios $\bar{\alpha}_{1,3}^{i}$ for each state $i=1,2$.
(iii) For state $1, E V[3,1, m]=E V[2,2, m]$ :

$$
\begin{aligned}
& \frac{r_{13}\left(1-p_{22}^{1}\right)+r_{21} p_{12}^{3}+r_{3 m}\left(1-p_{11}^{3}\right)\left(1-p_{22}^{1}\right)}{\tau_{3}\left(1-p_{22}^{1}\right)+\tau_{2} p_{12}^{3}+\tau_{m}\left(1-p_{11}^{3}\right)\left(1-p_{22}^{1}\right)} \\
& \quad=\frac{r_{12}\left(1-p_{22}^{2}\right)+r_{22} p_{12}^{2}+r_{3 m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{2}\right)}{\tau_{2}\left(1-p_{22}^{2}\right)+\tau_{2} p_{12}^{2}+\tau_{m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{2}\right)}
\end{aligned}
$$

Note that $\left(1-p_{22}^{1}\right)=\left(1-p_{22}^{2}\right)-\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)$, and $p_{12}^{3}=\left(1 / c \beta_{2,3} p_{12}^{2}\right)$, and

$$
\begin{aligned}
& \left(1-p_{11}^{3}\right)\left(1-p_{22}^{1}\right)=\frac{1}{c \beta_{2,3}}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{2}\right) \\
& \quad-\frac{\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)\left(1-p_{11}^{2}\right)}{c \beta_{2,3}}
\end{aligned}
$$

Substituting these three expressions in $E V[3,1, m]$ provides:

$$
\begin{aligned}
\bar{\alpha}_{1,3}^{1}= & c \beta_{2,3}-\left(c \beta_{2,3}-\beta_{2,3}\right) \frac{\tau_{2} E V[2,2, m]}{r_{13}} \\
& -\frac{\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)}{r_{13}\left(1-p_{11}^{2}\right)} c \beta_{23}\left(r_{13}-\tau_{2} E V[2,2, m]\right) \\
& -\frac{\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)}{r_{13}}\left(r_{3 m}-\tau_{m} E V[2,2, m]\right)
\end{aligned}
$$

Thus,

$$
\begin{aligned}
& \bar{\alpha}_{13}^{1}=\bar{\alpha}_{23}^{1}-\frac{\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)}{r_{13}\left(1-p_{11}^{2}\right)}\left[c \beta_{23}\left(r_{13}-\tau_{2} E V[2,2, m]\right)\right. \\
& \left.\quad+\left(1-p_{11}^{2}\right)\left(r_{3 m}-\tau_{m} E V[2,2, m]\right)\right]
\end{aligned}
$$

Because $\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)<0$, the critical ratio $\bar{\alpha}_{1,3}^{1}$ is greater than $\bar{\alpha}_{2,3}^{1}$ when $c \beta_{23}\left(r_{13}-\tau_{2} E V[2,2, m]\right)>$ $-\left(1-p_{22}^{2}\right)\left(r_{3 m}-\tau_{m} E V[2,2, m]\right)$. Therefore, when this condition is satisfied, the firm needs to earn a higher reward to switch from product 1 to product 3 than from product 2 to 3 in state 1 .
(iv) For state 2, $E V[1,3, m]=E V[2,2, m]$ :

$$
\begin{aligned}
& \frac{r_{11}\left(1-p_{22}^{3}\right)+r_{23} p_{12}^{1}+r_{3 m}\left(1-p_{11}^{1}\right)\left(1-p_{22}^{3}\right)}{\tau_{2}\left(1-p_{22}^{3}\right)+\tau_{3} p_{12}^{1}+\tau_{m}\left(1-p_{11}^{1}\right)\left(1-p_{22}^{3}\right)} \\
& \quad=\frac{r_{12}\left(1-p_{22}^{2}\right)+r_{22} p_{12}^{2}+r_{3 m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{2}\right)}{\tau_{2}\left(1-p_{22}^{2}\right)+\tau_{2} p_{12}^{2}+\tau_{m}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{2}\right)} .
\end{aligned}
$$

Note that $\left(1-p_{22}^{3}\right)=\left(1 / c \beta_{2,3}\right)\left(1-p_{22}^{2}\right)$ and $p_{12}^{1}=$ $p_{12}^{2}+\varepsilon_{12}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)$ and

$$
\begin{aligned}
\left(1-p_{11}^{1}\right)\left(1-p_{22}^{3}\right)= & \frac{1}{c \beta_{2,3}}\left(1-p_{11}^{2}\right)\left(1-p_{22}^{2}\right) \\
& -\frac{\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)\left(1-p_{22}^{2}\right)}{c \beta_{2,3}}
\end{aligned}
$$

Substituting these three expressions in $E V[1,3, m]$ provides:

$$
\begin{aligned}
& \bar{\alpha}_{1,3}^{2}=c \beta_{2,3}-\left(c \beta_{2,3}-\beta_{2,3}\right) \frac{\tau_{2} E V[2,2, m]}{r_{23}} \\
& \quad+\frac{\varepsilon_{12}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)}{r_{23}^{2} p_{12}^{2}} c \beta_{23}\left(r_{23}-\tau_{2} E V[2,2, m]\right) \\
& \quad-\frac{\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)\left(1-p_{11}^{2}\right)}{r_{23} p_{12}^{3}}\left(r_{3 m}-\tau_{m} E V[2,2, m]\right) .
\end{aligned}
$$

Thus,

$$
\begin{aligned}
\bar{\alpha}_{13}^{2}= & \bar{\alpha}_{23}^{2}+\frac{\varepsilon_{12}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)}{r_{23} p_{12}^{2}} c \beta_{23}\left(r_{23}-\tau_{2} E V[2,2, m]\right) \\
& -\frac{\varepsilon_{11}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)\left(1-p_{11}^{2}\right)}{r_{23} p_{12}^{3}}\left(r_{3 m}-\tau_{m} E V[2,2, m]\right) .
\end{aligned}
$$

The critical ratio $\bar{\alpha}_{1,3}^{2}$ is greater than $\bar{\alpha}_{2,3}^{2}$ when $\varepsilon_{12}^{12}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right) c \beta_{23}\left(r_{23}-\tau_{2} E V[2,2, m]\right)>\varepsilon_{11}^{12} \quad\left(\sigma_{1}^{2}, \quad \sigma_{2}^{2}\right)$ $\left(r_{3 m}-\tau_{m} E V[2,2, m]\right)$. Therefore, when this condition is satisfied, the firm needs to earn a higher reward to switch from product 1 to product 3 than from product 2 to 3 in state 2.

Proof of Corollary 2. The proof follows directly from Corollary 1.
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