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TCP over Optical Burst-Switched Networks with Controlled Burst
Retransmission
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Abstract For optical burst-switched (OBS) networks in which
TCP is implemented at a higher layer, the loss of bursts can
lead to serious degradation of TCP performance. Due to the
bufferless nature of OBS, random burst losses may occur,
even at low traffic loads. Consequently, these random burst
losses may be mistakenly interpreted by the TCP layer as
congestion in the network. The TCP sender will then trig-
ger congestion control mechanisms, thereby reducing TCP
throughput unnecessarily. In this paper, we introduce a con-
trolled retransmission scheme in which the bursts lost due
to contention in the OBS network are retransmitted at the
OBS layer. The OBS retransmission scheme can reduce the
burst loss probability in the OBS core network. Also, the
OBS retransmission scheme can reduce the probability that
the TCP layer falsely detects congestion, thereby improv-
ing the TCP throughput. We develop an analytical model
for evaluating the burst loss probability in an OBS network
that uses a retransmission scheme, and we also analyze TCP
throughput when the OBS layer implements burst retrans-
mission. We develop a simulation model to validate the an-
alytical results. Simulation and analytical results show that
an OBS layer with controlled burst retransmission provides
up to two to three orders of magnitude improvement in TCP
throughput over an OBS layer without burst retransmission.
This significant improvement is primarily because the TCP
layer triggers fewer time-outs when the OBS retransmission
scheme is used. 1
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1 Introduction

Optical burst switching (OBS) [1] is a promising switching
technology that efficiently utilizes the raw bandwidth pro-
vided by dense wavelength division multiplexing (DWDM),
and at the same time, avoids the need for optical buffering
while handling bursty traffic. OBS is expected to support
the dramatically increasing bandwidth demands of the In-
ternet backbone. In an OBS network, a data burst consisting
of multiple IP packets is switched through the network all-
optically. A burst header packet (BHP) is transmitted ahead
of the burst in order to reserve the data channel and configure
the core switches along the burst’s route. In the just enough
time (JET) signaling scheme [2], the burst transmission fol-
lows an out-of-band BHP after a predetermined offset time.
The offset time allows the BHP to be processed before the
burst arrives at the intermediate nodes; thus, the data burst
does not need to be delayed at the intermediate nodes. The
BHP also specifies the duration of the burst so that each node
knows when the resources being used by the burst will be re-
leased. Since most OBS signaling and reservation protocols,
such as JET [2] and JIT [3,4], are implemented in an one-
way unacknowledged manner, burst contentions may occur
in the OBS network. If a burst reservation fails due to con-
tention in the core, then the burst will be dropped, and higher
layers (such as TCP) will need to handle the retransmission
of lost data at a later time.

Due to the bufferless nature of OBS core network and
one-way based signaling, OBS network will suffer from ran-
dom burst losses even at low traffic loads. One problem that
arises when TCP traffic traverses over OBS networks is that
the random burst loss may be falsely interpreted as network
congestion by the TCP layer. This problem is referred to
as false congestion detection. For example, if a burst that
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contains all of the segments of a TCP sending window is
dropped due to contention at a low traffic load, then the
TCP sender times out, which leads to false congestion de-
tection. This false congestion detection is referred to as a
false time out (FTO) in [5]. When the TCP sender detects
this false congestion, it will trigger the slow start congestion
control mechanism, which will result in the TCP through-
put being reduced. Another example is when a random burst
loss triggers TCP fast retransmission for the case in which
segments in a TCP sending window are assembled into mul-
tiple bursts. The burst loss will be interpreted as light net-
work congestion and will trigger one or more TCP-layer fast
retransmissions. This false congestion detection is referred
to as false fast retransmission (FFR) in [6]. The amount of
time that it takes for the TCP layer to recover the segments
in the lost burst through fast retransmission is referred to as
fast retransmission period. The false congestion detection
problem becomes even more severe when TCP packets from
many TCP senders are assembled into a single burst and the
burst is dropped in the OBS network. In this case, many TCP
flows will detect packet losses and reduce their sending rate,
which leads to the network being under-utilized.

Many TCP-based applications, such as web (HTTP), email
(SMTP), peer-to-peer file sharing [7,8], and grid computing
[9], account for majority of data traffic in the Internet; thus
understanding and improving the performance of TCP im-
plementations over OBS networks is critical. Several works
have evaluated TCP throughput over an OBS network [10–
12]. However, these works assume a constant random burst
loss probability in the OBS network, and do not take into
account TCP false congestion detection. In [18], the authors
propose the modification of TCP protocols in order to avoid
the false congestion detection problem. The work in [5] pro-
poses several cross-layer schemes for detecting FTOs in the
TCP layer and reacting with a fast retransmission for each
FTO detection. However, these schemes require either that
the TCP sender is capable of estimating the maximum num-
ber of packets assembled into a burst, or that the OBS nodes
are able to send the TCP packet information in a burst back
to the TCP sender. The requirement that OBS nodes must
be aware of TCP segments leads to the complication of both
the TCP and OBS network implementations. Each node in
the OBS core network must keep track of each individual
TCP flow, as well as corresponding information, such as the
sequence numbers of TCP packets and the TCP sender’s IP
address. Hence, the proposed methods may not be practical.

In this paper, we propose a controlled burst retransmis-
sion scheme for OBS networks. In the OBS retransmission
scheme, when a burst incurs contention at a core node, the
core node sends an automatic retransmission request (ARQ)
back to the ingress node. Once the ingress node is notified of
the burst contention, the ingress node retransmits a duplicate
of the lost burst. The retransmission scheme may retrans-

mit the burst multiple times until either the burst reaches
the egress node, or the burst retransmission process exceeds
a preset delay constraint. If a retransmission results in the
burst exceeding its delay constraint, then the burst will sim-
ply be dropped. By setting a proper delay constraint (consid-
ering the edge node’s buffer size), the OBS layer retransmis-
sion can recover most of the bursts that are lost due to ran-
dom burst contentions under low loads. If a burst is dropped
during retransmission, then it is likely that the OBS network
is indeed congested. The TCP layer then correctly detects
network congestion and acts accordingly.

The burst retransmission scheme has several advantages.
First, the burst retransmission scheme can avoid TCP false
congestion detection, while maintaining layer independence.
There is no need to maintain information for each individual
TCP flow in the OBS layer and no need to modify the upper
TCP layer. Second, the burst retransmission scheme signif-
icantly reduces burst loss probability, especially at low net-
work loads. The tradeoff of the burst retransmission scheme
is that it requires electronic buffering of bursts at ingress
nodes. If an arriving burst can not be stored due to lack
of buffers, the burst will not be retransmitted. The success-
fully retransmitted bursts suffer from additional retransmis-
sion delay and can cause congestion in the network at high
loads. Based on extensive simulations we observe that re-
transmission exhibits this behavior only at very high loads.
In order to handle this issue, we can assign different priori-
ties to original bursts (high priority) and retransmitted bursts
(low priority).

The TCP over OBS network with burst retransmission
has two levels of loss recovery. One level is TCP-layer packet
loss recovery through fast retransmissions and time-out based
retransmissions. The other level is through OBS-layer burst
retransmissions. By setting a very high delay constraint, the
OBS-layer retransmission scheme can potentially recover
from all of the burst losses; however, if the delay constraint
is too high, then the TCP layer may retransmit the lost pack-
ets before the retransmitted burst reaches the destination. We
will determine how to choose an optimal delay constraint in
order to minimize redundant packet retransmissions.

In this paper, we will evaluate and model the perfor-
mance of the controlled burst retransmission scheme and in-
vestigate whether the burst retransmission scheme results in
higher burst loss probability due to the additional load from
the retransmitted bursts. The buffer size at ingress nodes is
determined by the delay constraint, as well as the burst ar-
rival rate. If an arriving burst cannot be stored due to lack of
buffers, we assume that the burst will not be retransmitted.
Hence, we will obtain the required buffer size in order to
maintain a certain probability that an arriving burst can not
be stored at an ingress node. We will also evaluate the TCP
performance over an OBS network with OBS-layer burst re-
transmissions through analysis and simulation.
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Researchers have proposed to use link-layer retransmis-
sion technique for TCP over wireless networks [13–16]. How-
ever, there is a major difference between the wireless link-
layer retransmission and the OBS-layer retransmission. Con-
tentions on wireless channels drop all contending packets,
while contentions on OBS links drop only the burst that
arrives latter and fails wavelength reservation. This differ-
ence significantly impacts the packet loss probability in the
higher layer. Also, the typical data rates in optical networks
are several orders of magnitude higher compared to typical
data rates in wireless networks.

There are many contention resolution mechanisms that
can also reduce random burst loss, thereby avoiding TCP
false congestion detection. These mechanisms include fiber
delay line buffering [17], wavelength conversion [19], seg-
mentation [20], and deflection [21]. Wavelength conversion
and fiber delay line buffering need expensive hardware, while
segmentation has assembly overhead at edge nodes to cre-
ate segments. Also, deflection suffers from potential loops
and insufficient offset time [22]. Based on the existing lit-
erature, there is no single contention resolution mechanism
that can clearly outperform the rest, since the performance
of these techniques heavily depends on network character-
istics, such as network topology, switch architecture, traffic
conditions, and nodal degree. In this paper, we adopt the
burst retransmission scheme since it is a simple and light-
weight loss-recovery mechanism. Also, the proposed burst
retransmission scheme can be used in conjunction with ex-
isting contention resolution mechanisms.

The paper is organized as follows. Section 2 provides
background information on congestion control mechanisms
for different TCP flavors. Section 3 discusses the controlled
retransmission scheme in the OBS layer. In Section 4 presents
the performance evaluation of TCP over an OBS network
with OBS-layer burst retransmissions. Section 5 presents an
analytical model for the burst loss probability for an OBS-
layer burst retransmission scheme and an analysis of TCP
throughput over an OBS network with OBS-layer burst re-
transmission. Section 6 presents numerical results from the
analysis and simulation, and also compares the TCP perfor-
mance over OBS networks without OBS-layer burst retrans-
mission and with OBS-layer burst retransmission. Section 7
concludes the paper.

2 Background: TCP SACK and High Speed TCP

In this section, we describe TCP congestion control mech-
anisms implemented by two well-known loss-based flavors
of TCP: SACK [25] and High Speed TCP [29].

TCP congestion control mechanisms include slow start,
congestion avoidance, fast retransmission, and fast recovery.
If a TCP segment is lost, there are two types of loss indica-
tions: time out (TO) and triple duplicates (TD). A TO loss

is detected by a retransmission time out (RTO), when an ac-
knowledgment for a segment is not received within a certain
period of time. TCP interprets a TO loss as a loss due to
heavy network congestion; hence, the TCP sender retrans-
mits the lost segment and enters into a slow start phase. A
TD loss is detected when a TCP sender receives three dupli-
cate ACKs, which indicates that a packet is lost due to light
network congestion; hence, the TCP sender enters into fast
retransmission and fast recovery without waiting for RTO.

TCP SACK is one of the most widely deployed TCP fla-
vors, while HS-TCP has been gaining a lot of attention for
networks with large bandwidth-delay product (BDP).

TCP SACK is a conservative extension of TCP Reno.
TCP Reno performs poorly when multiple packets are lost
because its fast recovery assumes only a single packet loss.
When there are multiple packets lost it may enter and exit
fast recovery multiple times reducing the window drasti-
cally. SACK improves upon TCP Reno by using selective
acknowledgements. An ACK contains a number of SACK
blocks, where each SACK block reports a non-continuous
set of packets that has been received and queued at the re-
ceiver side. After detecting a TD loss, the sender retransmits
one lost segment and enters the fast recovery phase. The
TCP sender selectively retransmits one or more lost seg-
ments that are reported by a SACK block for each partial
ACK it receives. When an ACK acknowledges the highest
sequence number sent when fast retransmission was trig-
gered, TCP SACK exits the fast recovery phase and enters
congestion avoidance. By giving the SACK information, the
sender can avoid unnecessary delays and retransmissions as
in Reno, resulting in improved throughput.

High Speed-TCP (HS-TCP) is a modification to TCP’s
window increase and decrease algorithm that allows it to
run efficiently on networks with large BDP [29]. Standard
TCP performs poorly on networks that require large con-
gestion windows because of the slow growth during conges-
tion avoidance and the large decrease in window size after a
triple duplicate event. HS-TCP has two modes of operation,
one is used when the packet loss rate is high, or, equiva-
lently, when the congestion window is small, and the other is
used when the congestion window is greater than a threshold
value. While the congestion window is under this threshold
value, Low Window, HS-TCP behaves exactly like stan-
dard TCP; it increases the sender’s window by one segment
each RTT in congestion avoidance and reduces the window
by half after a triple duplicate acknowledgement. When the
window is greater than this threshold value, the increment
and decrement amount become functions of the current win-
dow size. As the window gets larger, the window increment
per RTT also gets larger while the decrement after a triple
duplicate gets smaller. This modification allows HS-TCP to
quickly recover after a loss in networks with large BDPs but
still be fair to standard TCP in normal networks. This mod-
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Fig. 1 OBS retransmission scheme.

ification can be made to any of the standard TCP flavors as
it only modifies the window increase and decrease behavior.
HS-TCP behaves the same as standard TCP during the slow
start phase and after a timeout is experienced. In the paper
we use TCP SACK and HS-TCP with SACK.

3 Controlled Retransmission in OBS Networks

In this section, we propose a burst retransmission scheme
for OBS networks, and we also discuss design issues for
the retransmission scheme. In the rest of the paper, the burst
dropped due to contention will be referred to as the contend-
ing burst.

3.1 OBS Retransmission Scheme

The basic idea of burst retransmission is to allow contending
bursts to be retransmitted in the OBS layer rather than hav-
ing higher-level protocols, such as TCP, recover lost data.
In this scheme, BHPs are sent out prior to data burst trans-
mission in order to reserve resources. After an offset time,
the burst is transmitted. The ingress node stores a copy of
the transmitted burst for possible retransmissions. As the
BHP traverses through the core nodes, if the channel reser-
vation fails at a core node due to burst contention, the core
node will send an ARQ on the control plane to the ingress
node in order to report the reservation failure. Upon receiv-
ing an ARQ, the ingress node retransmits a duplicate of the
requested burst preceded by a corresponding BHP.

We illustrate a retransmission scenario in Fig. 1. In this
figure, the BHP is transmitted at time t0, while the burst is
duplicated and stored at the ingress node before being trans-
mitted. The burst is transmitted at time t1 after some offset

time. At t2, the burst reservation fails at Node 3, trigger-
ing Node 3 to send an ARQ back to the ingress node. The
ingress node receives the ARQ at t3, then sends a new BHP
and retransmits a duplicate burst at t4 after some offset time.
Assuming the retransmission is successful, at t5 the burst
arrives at the egress node. A duplicate burst may be retrans-
mitted multiple times until the burst successfully reaches the
egress node.

We observe from Fig. 1 that the retransmission scheme
results in an extra delay, Tr, referred to as retransmission
delay. The retransmission delay is the time elapsed at the
sender between the initial BHP transmission of a burst and
the last ARQ receipt for the corresponding burst, i.e., Tr =
t3 − t0. The retransmission delay can be bounded by a de-
lay constraint, notated as δ. Once the ingress node receives
an ARQ for a contending burst, the ingress node calculates
Tr for the contending burst and decides if it is necessary to
retransmit the burst. If Tr ≥ δ, the ingress node ignores the
ARQ and does not retransmit the burst. After δ, the duplicate
copy in the electronic buffer will be purged.

If the network is lightly loaded, the retransmission scheme
has a good chance of successfully retransmitting contending
bursts. Hence, the retransmission scheme improves the loss
performance in an OBS network. Since the contending burst
can be retransmitted and received at the egress node prior to
TCP timeout, the retransmission scheme can avoid FTOs at
the higher TCP layer. Also, the burst retransmission scheme
can reduce the fast retransmission period if packets in a lost
burst can successfully reach the destination through burst
retransmission before the TCP layer recovers the lost seg-
ments through fast retransmission. If the network is heav-
ily loaded, the retransmitted bursts have a lower probability
of being successfully received. The ingress node can con-
tinue to attempt retransmission until the retransmission de-
lay exceeds the delay constraint, in which case the burst is
dropped and no longer retransmitted when a contention oc-
curs. Hence, burst losses in an OBS network with controlled
burst retransmission can potentially provide a more accurate
indication of network congestion to the TCP layer.

Compared to an OBS network without burst retransmis-
sion, an OBS network with burst retransmissions will have
a higher traffic load in the network, leading to higher burst
contention probability. However, the burst is allowed to ex-
perience multiple contentions, which leads to a lower effec-
tive burst loss probability, especially at low network loads.
In Section 6 we will investigate this issue.

3.2 Buffer Requirements and Burst Identity

In the OBS retransmission scheme, each ingress node must
store a copy of each transmitted burst for possible retrans-
mission, prior to transmitting the burst. Therefore, electronic
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buffering at each ingress node is necessary. Since the re-
transmission scheme only reports burst contentions (nega-
tive acknowledgement) but not the successful receipt of the
bursts, the ingress node does not know when to purge the
buffer of unwanted bursts. Given the delay constraint, δ, the
ingress node can purge the bursts that have been in the buffer
for δ units of time.

If we assume that burst arrivals at the buffer have a Pois-
son distribution, that the duration of the burst staying in the
retransmission buffer is δ, and that the buffer can store k

bursts, we can model the retransmission buffer as a M/G/k/k

queuing system. Let Pb be the buffer blocking probability, or
the probability that a burst could not be stored in the buffer,
and let k be the number of bursts that the buffer needs to
store in order to satisfy a given buffer blocking probabil-
ity. Using the Erlang-B formula, we can obtain the relation-
ship between the number of bursts to be stored and Pb, and
can then estimate the required buffer size for a certain buffer
blocking probability.

Another issue is that each ingress node must assign a
unique identity to each new burst in order to identify the
burst duplicate at the ingress node. Burst identification can
be provided by a unique sequence number for each burst
traversing between an ingress-egress pair. Each ARQ mes-
sage contains the sequence number of the contending burst.
Once the ingress node receives the ARQ message, the ingress
node can identify which burst to retransmit.

The authors in [36] provide an alternative controlled burst
retransmission framework. In addition to a delay constraint
and upper bound on the maximum number of retransmis-
sions per burst, they provide two more parameters, α1 and
α2, used to control the probability that a burst will be re-
transmitted given an ARQ was received. They investigate
suitable parameters to find a good tradeoff between the higher
network loads (and hence higher contention probability) and
lower effective loss. However, they do not analyze impact of
burst retransmission on TCP traffic. In the following section
we evaluate the performance of TCP over OBS with con-
trolled burst retransmissions.

4 TCP over OBS with Controlled Retransmission

In an OBS network with burst retransmission, the value of
the delay constraint, δ, is critical. The delay constraint not
only determines the buffer capacity necessary at the ingress
nodes, but also has an effect on the higher layers, such as
TCP. In this section, we attempt to determine a reasonable
delay constraint independent of the different TCP flows.

Fig. 2 shows a general scenario of a TCP flow over an
OBS network. We denote the access network delay as Ta,
the burst assembly and disassembly delay as Tb, and the
propagation delay incurred in the OBS network as Tp. In the

OBS NetworkIP Access
Network

TCP Sender TCP Receiver

IP Access
Network

Ta Tp
TaTb Tb

Burst DisassemblyBurst Assembly

Fig. 2 TCP over OBS network.

TCP layer, we denote the round trip time as RTT , where
RTT = 2(Tp + 2Tb + 2Ta).

We consider two kinds of TCP flows, namely fast flow
and medium flow [10]. For a fast flow, all the segments in
a TCP source’s sending window are assembled into a sin-
gle outgoing burst. Thus, if the burst is dropped, even after
OBS retransmission attempts, then the TCP source will time
out. For a medium flow, the number of segments of a TCP
source included in a burst is more than one and less than the
sender’s window size. Thus, if the burst is dropped, even af-
ter OBS retransmission attempts, then the TCP source will
have a high probability of entering the fast recovery phase.

We first consider a TCP fast flow over an OBS network
with burst retransmission. For a TCP fast flow, if a burst ex-
periences contention and if the burst retransmission is suc-
cessful, the TCP receiver will acknowledge all the packets
contained in the burst. The OBS burst retransmission does
result in additional retransmission delay; however, as long as
the acknowledgments for the corresponding packets arrive at
the TCP sender prior to RTO, slow start will not be triggered.
Hence, the delay constraint δ can be set to (RTO − RTT )
such that the packets in the successfully retransmitted burst
are acknowledged earlier than RTO. In TCP, the value of
RTO is generally several times the RTT . If we assume
RTO = 2RTT when deciding the value of δ, then we have
δ = RTT = 2Tp + 4Tb + 4Ta, which is suitable for most
TCP flows.

For a TCP medium flow, a burst contention may trig-
ger fast retransmission even when OBS-layer retransmission
is employed. In this case, packets from a given TCP flow
may be spread across multiple bursts. Since the retransmit-
ted burst incurs an extra retransmission delay, bursts that are
sent after the contending burst may actually reach the egress
node prior to the retransmitted burst. The earlier arrival of
these other bursts will result in the generation of duplicate
ACKs, leading to the triggering of fast retransmission at
the source. Once fast retransmission is triggered, the TCP
sender will retransmit a lost packet. At the same time, the
OBS layer also attempts to recover the packet losses through
burst retransmission. Therefore, there will be redundant re-
transmissions of packets in the network. The false fast re-
transmissions can be eliminated by reordering at the egress
node as in [14].
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Fig. 3 Two levels of packet loss recovery for a TCP medium flow.

Fig. 3 presents the two levels of packet loss recovery for
a TCP medium flow. Packets P1, P2, P3, P4, and P5 be-
long to the same sending window. Packets P1 and P2 are
assembled into burst B1, and packets P3, P4, and P5 are as-
sembled into burst B2. The five packets are acknowledged at
time t3 due to the OBS-layer burst retransmission scheme.
However, due to the retransmission delay, the TCP sender
triggers fast retransmission, and retransmits the lost packet
P1. The acknowledgement of packet P1 that is retransmit-
ted by the TCP layer during fast retransmission is received
at time t4. Hence, if t3 ≤ t4, then the TCP layer will not
retransmit additional redundant packets (i.e. packet P2) and
the TCP fast retransmission period will be reduced. We have
(Tr + 2Tp + 2Ta + 2Tb) ≤ (4Tp + 6Ta + 6Tb), thus Tr ≤
(2Tp + 4Ta + 4Tb). The delay constraint δ can then be cho-
sen to be (2Tp + 4Ta + 4Tb) for a TCP medium flow, which
is same as for a TCP fast flow. Since the value of Ta may
be variant for different TCP flows and the value of Tb may
differ when different burst assembly mechanisms are used,
we only use the knowledge of OBS core networks to per-
form the burst retransmission. Therefore, we obtain δ = 2Tp

without considering the values of Ta and Tb.

Note that the delay constraint δ may be different for dif-
ferent ingress-egress pairs, depending upon the propagation
delay between the ingress-egress pair. Since the routing in
OBS networks is usually source routing, in the case that the
network topology changes, the ingress node will be able to
update the delay constraint for different paths.

5 Performance Analysis

In this section, we develop an analytical model for evaluat-
ing the end-to-end burst loss probability for OBS networks
with burst retransmission and an analytical model for eval-
uating TCP throughput when TCP is implemented over an
OBS network with burst retransmission.

5.1 Burst Loss Probability of OBS Retransmission

Given the retransmission buffer blocking probability, Pb, we
analyze the end-to-end burst loss probability over an OBS
network. With burst retransmissions, a burst contention may
not result in actual burst loss. Hence, we define burst con-
tention probability as the probability that a burst is dropped
due to contention at an intermediate node. We also define
burst loss probability as the probability that a burst does
not successfully reach its destination, even after possible re-
transmissions.

Since the delay constraint is associated with the prop-
agation delay of an ingress-egress pair (s, d), let the delay
constraint for ingress-egress pair (s, d) be δsd, and the prop-
agation delay for an ingress-egress pair (s, d) be Tpsd

. We
assume that each retransmission takes an average time of
Tpsd

. We can then approximate the maximum number of re-
transmissions for a burst that is able to be retransmitted as,

rsd = b δsd

Tpsd

c. (1)

We assume that the input load to each ingress-egress pair
(s, d) is ρsd, which does not include the additional load due
to retransmitted traffic. Bursts that are blocked by the re-
transmission buffer will not be retransmitted, the traffic load
that is unable to be retransmitted is Pbρsd, and the traffic
load that is able to be retransmitted is (1− Pb)ρsd.

Let psd
c be the steady-state end-to-end burst contention

probability between the ingress node s and egress node d.
For each ingress-egress pair (s, d), all dropped bursts that
are able to be retransmitted along the route can be retrans-
mitted a maximum of rsd times by the corresponding ingress
node. In the worst case, when a burst is retransmitted the
maximum number of times, the total load of the ingress-
egress pair (s, d) that includes retransmitted traffic, is given
by:

φsd = ρsdPb +
rsd∑

k=0

(ρsd(1− Pb)(psd
c )k). (2)

In order to obtain the end-to-end burst contention proba-
bility psd

c , we first compute the burst contention probability
on each link. Let the burst contention probability at steady
state on link lij be pij

c . Given the routes of the ingress-egress
pairs, route(s, d), the total load φij on link lij is

φij =
∑

{∀(s,d)|lij∈route(s,d)}
φsd. (3)
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We assume that the burst arrival at each ingress-egress pair
(s, d) is Poisson [28]. Hence, the burst contention proba-
bility on link lij can be calculated by using the Erlang-B
formula:

pij
c = ErlangB(φij ,m). (4)

where φ is the traffic load on link lij and m is the number of
wavelengths on a fiber link.

We can then obtain the end-to-end burst contention prob-
ability of every ingress-egress pair (s, d) based on the burst
contention probability on each link. We have:

psd′
c = 1−

∏

{∀(i,j)|lij∈route(s,d)}
(1− pij

c ). (5)

We iterate until psd
c and psd′

c converge.
We now calculate the end-to-end burst loss probability

for an ingress-egress pair (s, d), psd
d . A burst is lost, if it is

able to be retransmitted and its rsdth retransmission fails in
the retransmission scheme, or if it is unable to be retransmit-
ted and experiences contention with probability psd

c . Hence,
we have:

psd
d = (1− Pb)(psd

c )rsd + Pbp
sd
c . (6)

Then, the end-to-end burst loss probability over an entire
network is given by:

p =

∑
∀(s,d) ρsdp

sd
d∑

∀(s,d) ρsd
. (7)

5.2 TCP over OBS with Controlled Burst Retransmission

In this section, we analyze the TCP throughput over an OBS
network with burst retransmission. In the existing analysis of
TCP throughput over an OBS network without burst retrans-
mission, burst loss probability is equal to burst contention
probability. When OBS retransmission is employed, a burst
is only considered lost if it experiences contention and it
is not successfully retransmitted. Thus, the burst loss prob-
ability differs from the burst contention probability. In the
analysis, we must take into account both burst loss proba-
bility and burst contention probability. We analyze the TCP
SACK throughput for a TCP fast flow and a TCP medium
flow.

As defined in [27], a TCP sending round refers to the
period during which all packets in the sending window are
sent and the first ACK for one of the packets in the send-
ing window is received. We assume that the time needed to
send all the packets in the sending window is less than RTT .
Hence, the duration of a round is equal to RTT . We also as-
sume that the number of packets that are acknowledged by
a received ACK is one (b = 1 in [11]).

We introduce the following notation for a TCP flow:

pc: burst contention probability.

pd: burst dropping probability.
B: TCP throughput.

Wm: TCP maximum window size (in packets).
ZTO: duration of a sequence of TOs.

H: # of TCP segments sent in ZTO.

5.2.1 TCP fast flow

Our analysis of a TCP fast flow is similar to that in [10].
However, in our analysis for the case with OBS retransmis-
sion, the successfully retransmitted bursts are treated differ-
ently from the bursts that do not experience any contention.
The retransmitted bursts suffer from an extra retransmission
delay, which has a negative effect on the TCP throughput.

Since a TCP fast flow does not trigger TD, multiple suc-
cessful sending rounds are only followed with one or mul-
tiple lossy rounds. Therefore, as in [10], a given time out
period includes a sequence of successful rounds and a se-
quence of lossy rounds. In this time out period, let X be the
number of successful rounds, Y be the number of segments
sent before the first lossy round, and A be the duration of
the sequence of successful rounds. We can then calculate
the TCP throughput as given below:

Bf =
E[Y ] + E[H]

E[A] + E[ZTO]
. (8)

The sequence of successful rounds consists of a portion
of rounds in which the burst does not experience contention
and a portion of rounds in which the burst experiences con-
tention, but is successfully retransmitted. Hence, we obtain
the probability of a successful round in which a burst expe-
riences contention but is successfully retransmitted as

psr =
pc − pd

1− pd
. (9)

The probability of a successful round in which there is no
burst contention can be calculated as

pnc =
1− pc

1− pd
. (10)

We assume that each retransmission of a burst takes an
average time of Tp. Then, the average number of retrans-
missions for a retransmitted burst, given that the burst needs
to be retransmitted at least once and the retransmission is
successful, is

E[r] =
bδ/Tpc−1∑

i=1

ipi−1
c (1− pc) + b δ

Tp
cp(b δ

Tp
c−1)

c . (11)

Hence, the average round trip time experienced by a suc-
cessfully retransmitted burst is

RTTr = RTT + E[r]Tp. (12)

We then obtain E[A] as

E[A] = psrE[X]RTTr + pncE[X]RTT. (13)
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Based on the equations (14), (16), (18), and (28) in [10],
we have

E[ZTO] = RTO
f(pd)
1− pd

, (14)

where, f(pd) = 1 + pd + 2p2
d + 4p3

d + 8p4
d + 16p5

d + 32p6
d.

E[H] =
pd

1− pd
, (15)

E[X] =
1− pd

pd
, (16)

and

E[Y ] =

{
1
p2

d

pd > 1
Wm

Wm

pd
otherwise.

(17)

Since only burst losses result in TOs for a fast flow, the burst
loss probability in an OBS network with burst retransmis-
sion is applied in the above equations.

By substituting equations (13), (14), (15), and (17) into
(8), we have

Bf =
p3

d − pd + 1
pd[(1− pd)(pc − pd)RTTr + (1− pd)(1− pc)RTT + pdf(pd)RTO]

,(18)

when pd > 1
Wm

. And

Bf =
p2

d + Wm −Wmpd

(1− pd)(pc − pd)RTTr + (1− pd)(1− pc)RTT + pdf(pd)RTO
,(19)

when pd ≤ 1
Wm

.

5.2.2 TCP SACK medium flow

In this section, we analyze the TCP SACK throughput for
a TCP medium flow over an OBS network with burst re-
transmission. TCP SACK triggers fast retransmission when
a burst contention occurs, and exits fast retransmission if all
the TCP packets that were in the sending window when fast
retransmission was triggered are acknowledged. At moder-
ate to high loads, multiple bursts that contain packets be-
longing to this sending window might experience contention;
however, only the first contending burst will trigger a TD
event. In other words, some of the burst contentions may not
trigger TD events. The analysis in [11] assumes that a burst
loss always triggers a TD event. In our analysis, we must ob-
tain the probability of triggering a TD event based on both
the burst loss probability and the burst contention probabil-
ity. Particularly, as OBS retransmission leads to higher burst
contention probability, it becomes more important to obtain
the probability of triggering a TD event.

Since a TCP medium flow may trigger both TO and TD
events, a sequence of TD events may follow a sequence of
TO events. The analysis of a sequence of TOs is same as that
of fast flow. We focus on the analysis of a sequence of TD. A
TD period is defined as the period between two consecutive
TD events.

Let us define the following notation as in [11]:

S: # of packets from a TCP flow assembled into a burst.
TDP : duration of a TD period.

Y : # of TCP segments sent during the TD period.
WX : sending window size of the last round in the TD period.
Wb: average number of bursts containing packets from a win-

dow of size E[WX ].
Q: probability that a loss indication ending a TDP is a TO.

pTD: probability of triggering a TD event.

We obtain the TCP throughput by,

Bm =
E[Y ] + QE[H]

E[TDP ] + QE[ZTO]
. (20)

We first need to obtain pTD. The packets from a window
of size E[WX ] will be distributed over an average of Wb

bursts, where Wb = E[WX ]
S . The first burst to experience a

contention will trigger a TD event. However, none of the fol-
lowing Wb−1 bursts, regardless of whether or not they expe-
rience contention, will trigger a TD event, since TCP SACK
exits fast recovery only after all the packets in the window
have been acknowledged. Since burst contentions in an OBS
network are independent events, the average number of re-
maining bursts that experience contention but do not trigger
TD is (Wb − 1)pc. Note that the initial burst in Wb that trig-
gered the TD event is not included. The ratio of the number
of contentions that trigger TD to the number of contentions
that do not trigger TD is equal to the ratio of the probabil-
ity of a TD event to the probability of a non-TD contention
event. Thus, we have

1
(Wb − 1)pc

=
pTD

pc − pTD
. (21)

We then have

pTD =
pc

(E[WX ]
S − 1)pc + 1

. (22)

We use equation (9) in [11] to obtain E[WX ], where

3
8
E[WX ]2 − E[WX ]− S

pTD
= 0. (23)

Note that we replace the burst loss probability in the original
equation by pTD. By substituting (22) into (23), we have

E[WX ] =
8
3

+
4
3

√
4− 3

2
(S − S

pc
). (24)

For the case in which burst contention and burst loss
probabilities are very low, the sending window size remains
at Wm for a long time, and the analysis is the same as in
[11]. The TCP throughput can be approximated as

Bm ≈ Wm

RTT
. (25)

We now focus on the case in which burst contention
probability is moderately high, and the sending window size
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C1 C210ms 20ms E210ms

Each Link:
1 Control and 1 Data Channel, 10Gbps

TCP Sender TCP Receiver

E1

Fig. 4 Network topology.

rarely reaches Wm. Based on equations (5), (7), and (13) in
[11], we have

E[Y ] =
3
2
E[WX ] +

1− pTD

pTD
S, and (26)

E[TDP ] = RTT (
1
2
E[WX ] + 1). (27)

Since TO events can only be triggered when all bursts in a
sending window are dropped, from (25) in [11], we have

Q ≈ p
(

E[WX ]
S −1)

d . (28)

By substituting equations (14), (15), (26), (27), and (28)
into (20), for a small value of pc and pd ≤ pc, we can ap-
proximate Bm as,

Bm ≈ 1
RTT

√
3S

2pc
. (29)

6 Numerical Results

We develop simulations to verify the analytical results and
to evaluate the performance of TCP over OBS using con-
trolled burst retransmission. We first use a network with only
TCP flows and a constant burst loss probability to compare
with the analytical model. We then simulate a more realistic
network scenario wherein TCP flows encounter loss due to
background constant-rate UDP traffic. The simulations with
background CBR-based UDP traffic allow us to sustain a
constant input rate since TCP will reduce its input rate in
response to dropped bursts. All simulations were performed
using ns2 [33] simulator with the OWns [34] module with
TCP and background UDP traffic.

6.1 Analytical Results

In this section, we verify the analytical model developed in
Section 5. The topology used for verifying the analytical
model using simulations is shown in Fig. 4. We limit the
network complexity to obtain precise performance results.
A single TCP SACK flow at the ingress (E1) sends a 1GB
file to the egress (E2). In both the simulation and analyti-
cal model Tp is 40ms and Tb is 10ms. The delay constraint
is 2Tp and the packet size is 1KB. For the simulations, we
only drop bursts containing TCP segments, not bursts con-
taining acknowledgements, and random burst dropping is in-
troduced at the left-most core node (C1).
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(b) Average throughput of TCP fast flow.
Fig. 5 TCP throughput vs. burst contention probability for analysis
and simulation results.

In Fig. 5(a) we compare the results of the analytical model
to the simulations for TCP medium flow. In both the simula-
tion and analytical model we set the maximum window size,
Wm, to 50 packets. In the simulations we allowed a burst to
contain a maximum of 5 TCP segments, so S is set to 5 in
the analytical model. In Fig. 5(b) we compare the results for
TCP fast flow. Here Wm is set to 500 packets in the simula-
tion and analytical model.

From the figures, we can see that the simulation results
match the analytical results. We chose to stop the compari-
son for contention probability levels greater than 20%. At
these higher contention probability levels we cannot cre-
ate medium flows in the simulations because the congestion
window becomes too small. In Fig. 5(a), our model slightly
overestimates the burst loss leading to underestimating the
throughput of medium flows. The model is very accurate for
fast flows shown in Fig. 5(b).
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(a) Topology for simulations with background CBR-baesd UDP
traffic.
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Fig. 6 Simulation results with background CBR-based UDP traffic.
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6.2 Performance of OBS with controlled ARQ and
background CBR traffic

In this section we ran simulations with background UDP
traffic to determine if there is a limit on the effectiveness of
burst retransmission, where the retransmission starts caus-
ing too much congestion in the network. Here, we use CBR-
based UDP flows to maintain sustained input rates while
evaluating burst retransmission.

The machine used to perform the simulations ran ns2
version 2.33 with the OWns module v0.9a to simulate OBS
networks. The machine has a Intel Core2 Quad Core pro-
cessor at 2.66GHz with 8GB RAM. It runs Fedora Core 9
(Sulphur), 64-bit, with Linux kernel version 2.6.25.

We use the simulation topology as shown in Fig. 6(a).
We only use one data channel with 1Gbps bandwidth. The
burst assembly mechanism uses a maximum burst size of
1MB with a burst assembly time (BAT) of 10ms. There are
four TCP flows on ingress E1 that send to receivers on egress
E3. An FTP traffic generator is used to send a 1GB file over
each of the flows. The TCP flows use TCP SACK. TCP’s
advertised window at the receiver is set to 1000 packets and
remains constant throughout the simulation. A single UDP
sender is on ingress E2 sending data to E4 so the TCP and
UDP flows share the bottleneck link. A constant bit rate traf-
fic generator is used on top of UDP. We vary the UDP send
rates in the simulations. We implement controlled burst re-
transmission by setting a hard limit on the maximum number
of retransmissions for these simulations, instead of basing it
on the Tp value.

In Fig. 6(b) we plot the average file transfer completion
times versus UDP traffic load. We can see that even at low
UDP send rates, TCP’s performance without burst retrans-
mission is drastically impacted. In this case we have fast
flows (TCP sender’s window is less than 220 packets for all
simulations), so when a burst is dropped, TCP loses an en-
tire window of data and will enter the slow-start phase. From
the same figure we observe up to three orders of magnitude
improvement with controlled burst retransmissions. We see
that burst retransmission is able to prevent a large number
of false timeouts at the TCP sender through burst retrans-
missions and therefore improve performance. The number
of timeouts is plotted in Fig. 6(c). This figure shows that the
number of timeouts is closely related to the average comple-
tion time since the graphs are almost identical in structure.
This is a result of having TCP fast flows, where a burst loss
almost always results in a timeout, which drastically affects
the TCP sender’s send rate. There are very few fast retrans-
missions because of the fast flows. If the burst sizes were
smaller, the TCP sender’s window would be split across mul-
tiple bursts leading to more fast retransmissions. We explore
this further in subsection 6.3.

In Fig. 6(d) we examine the extra offered load on the net-
work due to retransmissions. We measure the ratio of the of-
fered load to the actual throughput at the destination, where
the offered load is the combination of original and retrans-
mitted TCP traffic. From Fig. 6(e) we can see that the aver-
age TCP throughput decreases slightly for increasing UDP
send rates with burst retransmission, but the ratio of offered
load to actual throughput in Fig. 6(d) is increasing during
the same period. For example, a ratio of 2 implies that 50%
of the traffic is retransmitted traffic. This is a result of the
extra traffic created by retransmission.

Fig. 6(f) shows the total number of multiple retransmis-
sions for these simulations. The total number of multiple
retransmissions is a count for the total number of retrans-
mission attempts made after the first one across all bursts.
This metric allows us to assess the effectiveness of attempt-
ing more retransmissions beyond the first. Up until a UDP
send rate of 400Mbps, only a single retransmission is able
to recover from any dropped bursts.

With a UDP send rate of 675Mbps and a maximum of
three retransmissions we can see that both TCP through-
put (Fig. 6(e)) and the ratio (Fig. 6(d)) decrease. Observing
Fig. 6(f) we can also see that the total number of multiple re-
transmissions from 650Mbps to 675Mbps did not change for
three retransmissions, suggesting that a maximum of three
retransmissions is not sufficient to recover from the loss with
UDP sending at 675Mbps. The ratio drops at 675Mbps be-
cause three retransmissions is no longer enough to recover
from losses, so both the throughput and offered load de-
crease when TCP cuts its send rate.

For the case of UDP sending at 700Mbps with a maxi-
mum of seven retransmissions we see that with a decrease in
TCP throughput (Fig. 6(e)), there is an increase in the load-
throughput ratio (Fig. 6(d)). Also, looking at Fig. 6(f) we
can see the total number of multiple retransmissions is still
increasing. This suggests that the problem is not that there
are not enough retransmissions to recover from losses, but
that the extra bursts created by those retransmissions are just
causing more contentions, which is just hurting performance
instead of helping. We believe the two important cases are
shown in our plots, those being seven maximum retransmis-
sions at 700Mbps UDP send rate where the retransmissions
overload the network and three maximum retransmissions
at 675Mbps UDP send rate where the number of retransmis-
sions is not enough to recover from all loses. This confirms
that it is very important to implement a controlled version of
ARQ.

The ARQ scheme only begins causing too many con-
tentions when the load is very high (700Mbps send rate,
note: the link rate is 1Gbps) and when a large number of re-
transmission attempts are allowed. For low to medium net-
work loads, there is clearly a big performance advantage.
We also ran simulations with a maximum of two retrans-
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missions and found that it performed the same as three up
until 650Mbps send rate. This suggests that a maximum of
two retransmissions should be sufficient to recover from loss
in most scenarios. In order to ensure that the ARQ scheme
does not negatively impact the network performance at high
loads we can implement simple priority-based scheduling in
the core. Original bursts can be given high priority while
retransmitted bursts can be given low priority.
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Fig. 7 Total fast retransmits and average completion time with HS-
TCP and 500MB file.

We note that given the specifications of our simulation
machine, we did not plot further points in our graphs be-
cause of the very long run-times of our simulations at high
UDP send rates. For example, the simulation with a maxi-
mum of two retransmissions with a UDP send rate of 700Mbps
was past 87,000 seconds of simulation time, much higher
than the point we have for a maximum of seven retransmis-
sions at that rate. Also, for 675Mbps both one and two max-
imum retransmissions was over 80,000 seconds. Similarly,

for the No ARQ simulations, at a 200Mbps send rate the
simulation time was past 80,000 seconds.

6.3 HS-TCP (with SACK) over OBS with Different Burst
Sizes

HS-TCP is better suited for high bandwidth-delay product
flows over OBS networks. In this section we evaluate the
performance HS-TCP with SACK over OBS networks with
different burst sizes. In Fig. 7 (a) and (b) we compare the
effect of varying the maximum burst size. Each TCP sender
transmits a 500MB file using HS-TCP [29]. The UDP send
rate is set to 50Mbps. Everything else is the same as in
the previous set of simulations. We can see that for smaller
burst sizes, there are more fast retransmits because the TCP
sender’s window is spread out across multiple bursts (medium
flows). Losing one burst may result in a fast retransmit. Sim-
ilarly, if many TCP flows are put into a single larger burst,
the number of fast retransmits will also increase. With burst
retransmission, the performance increases as burst size in-
creases. With a large maximum burst size, all of the TCP
sender’s window will fit in a single burst. When this burst is
dropped, the burst retransmission can successfully retrans-
mit the burst and no dupacks will be sent from the TCP re-
ceiver because the entire send window will be recovered.
Without retransmission, however, when the maximum burst
size increases, a contention can lead to the entire TCP sender
window being dropped, resulting in timeouts instead of fast
retransmissions as in the case of smaller burst sizes.

We can also see in Fig. 7(a) that at 50Mbps send rate,
burst retransmission does not prevent false fast retransmits.
This limitation can be resolved by reordering the bursts at
the egress using a technique proposed for wireless networks
[14].

7 Conclusion

If implemented as a high-speed core network, an OBS net-
work must be able to present an accurate indication of the
network congestion to the higher layers; otherwise the higher
layers may falsely assume that the core network is congested
and may take unnecessary actions that will lead to signifi-
cant degradation in performance. In this paper, we proposed
a controlled burst retransmission scheme for an OBS net-
work. The retransmission scheme not only improves the burst
loss probability, but also presents more accurate OBS net-
work congestion information to the higher layers, such as
TCP. By presenting a better picture of network congestion,
the OBS retransmission scheme can reduce the number of
FTOs and can also reduce the TCP fast recovery period,
thereby significantly improving the TCP throughput. OBS
retransmission requires electronic buffers at the ingress, and
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the buffer capacity can be determined by the delay con-
straint. We analyzed the burst loss probability for an OBS
network with burst retransmission by taking into account
of the delay constraint, and we analyzed the TCP through-
put for the case in which TCP is implemented over an OBS
network with burst retransmission. Through extensive sim-
ulations we have found that controlled burst retransmissions
significantly improve the performance of TCP over OBS.
We show that our simulation results closely match the an-
alytical results. We also determined the maximum number
of retransmissions for TCP over an OBS network with burst
retransmission.

In our current retransmission scheme, the retransmitted
bursts have the same priority as the original bursts. A pos-
sible area of future work is implementing priorities so that
during a contention a retransmitted burst will be dropped in
favor of an original burst so the retransmitted bursts do not
affect original traffic. Another area of future work is to eval-
uate the effect of controlled burst retransmission scheme on
recently proposed TCP flavors that can achieve better per-
formance in a high-bandwidth and high-delay network en-
vironment, such as CUBIC [37] and Fast TCP [30]. A third
area of future work is to compare the controlled retransmis-
sion scheme with other existing loss recovery schemes in
OBS.
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