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Abstract—One of the fundamental purpose of sensing infor- moving objects based on some partial information, usuaby p
mation is to immediately respond to any anomalies. Wireless vided by sensors [2]. Target monitoring is necessary inovei
sensor network (WSN) is a network of inexpensive, low-power domains, such as computer vision [3], sensor networks [4],

nodes with embedded processors, radios, sensors, and actusto tactical battlefield il i trafi trol imeet
often integrated on a single chip, to communicate with the actical battieneld surveiliance, air traflic control, peeter

physical world in applications, such as security and surveillance, Security, and first response to emergencies. A typical el@mp
smart classroom, monitoring of natural habitats, and medical is the problem of finding the trajectory of a vehicle by begsin
monitoring. WSNs differ considerably from current networked measurements, which is a technique used by radars. Work
and embedded systems and due to its extreme energy constraints;, robotics has also considered tracking targets from ngpvin
its design requires a proper understanding of the interplay be- latf 51 | o h h dete
tween network protocols, energy-aware design, signal-procesg platforms [5]. In t'arget monitoring, when t e_ Senso_rs ¢
algorithms, and distributed programming. Though the small target, the event is reported to the base station, whichalan t
form-factor of sensor nodes makes them attractable for use appropriate action (e.g., send a message on the Internet or t
in monitoring applications, at the same time their small size g satellite).

affects resources such as the energy, computational powema — \y;reless sensor networks represent a significant advance

storage. Therefore, improvising on the energy constraints of traditi | thods of itori A le f
wireless sensor networks is crucial. We propose two base-station V€l traditional methods of monitoring. AS an exampie, for

relocation policies that aim to minimize the energy consumed for habitat monitoring sensors can be deployed prior to thetonse
transmitting the data to base station. Both the policies involve of the breeding season. Sensors can also be deployed on areas

a mobile base station, and focus on moving the base station\yhere it is unsafe to attempt field studies. The results of
closer to the active sensors that detect the target. Our first wireless sensor-based monitoring efforts are comparalte w

policy involves having a mobile base station and relocating it - 2
to the geometric centroid of all the sensors detecting the target the traditional methods of monitoring. Sensor network de-

This approach significantly reduces the energy overhead required Ployment represents a substantially more economical rdetho
for transmitting data from the sensors to the base station. Our for conducting long-term studies than traditional methols

second policy for performing network lifetime optimization is to  “deploy 'em and leave ’em” strategy of wireless sensor usage
move the base station to geometric centroid of the base station limits logistical needs to initial placement and occaslona

locations obtained over several time periods. However, in each - It al ty | ¢ ider aof
case, moving the base station at each time period involves aSenicing. ft also greatly Increases access (o a wider aray

considerable overhead and therefore we observe the effects ofStudy sites, often limited by concerns about frequent acces
moving the base station after a specific number of time periods and habitability [6].

as opposed to moving after every time period. We evaluate the  Another example is structural health monitoring (SHM),
S?t""ork lifetime performance of these two proposed policies over 5 tachnology that estimates the structural state and detect
ifferent network scenarios.
Keywords: Wireless sensor networks and target monitoring. ~ Structural change that affects the performance of a strctu
Compared to the wired network, installation and mainteeanc

are easy and inexpensive in a WSN, and disruption of the
operation of the structure is minimal. The system also besom

A wireless sensor network (WSN) consists of a largscalable to a large number of nodes to allow dense sensor
number of sensor nodes deployed over an area, integrate@¢doerage of real-world structures [7].
collaborate over a wireless medium. These sensors are smalfhe rest of the paper is organized in the following manner:
in size and are able to sense, process data, and communigaietion Il outlines the problem description and Section IIl
with each other, typically over a radio channel. There agescribes the related background work on target monitoring
several applications of WSN including general engineeringection IV proposes energy-efficient target monitoringi-pol
agriculture and environmental monitoring, civil engiriegr cies. Section V presents the simulation results and Sedtion
military applications, and health monitoring. In a typi@g- concludes the paper.
plication, a WSN is scattered in a region and is meant to dollec
data through its sensor nodes. The characteristics of dessre
sensor network [1] are self-organization, multi-hop coagiee
relay, and large-scale dense deployment. The fundamentaCurrent research literature focuses on target detection, a
limitations in WSNs are node energy, transmission powemnrate estimation of the target's path over a period of time,
memory, and computing power. and sending the collected information to the base station.

Target monitoring is one of the important applications dflowever, sensor networks are limited in terms of energy and
WSNSs. In target monitoring, the WSN is deployed over for them to be useful in any application ensuring prolonged
region where the target is to be monitored. Target monigprimetwork lifetime is extremely important. We therefore fe@an
is concerned with approximating the trajectory of one or@nocreating an approach that minimizes the energy consumed in

I. INTRODUCTION

Il. PROBLEM DESCRIPTION



monitoring the target and thereby ensuring prolonged nétwaaths taken by the target and the estimated positions @otain
lifetime. To achieve this, we propose two policies that wy tby applying different algorithms. However, when using an
reduce the energy overhead required to transmit the dakeeto énergy constrained sensor network, ensuring increased net
base station. Both the policies involve a mobile base statiovork lifetime is very important. Thus, the motivation bethin
and focus on moving it closer to the sensors that detect ther research is to propose an approach that minimizes the
target and thereby result in reduced detection time by tke ba&nergy overhead in transmitting the data to the base station
station. We also look at an approach to perform real-timgetar We propose two policies to achieve energy-efficient target
monitoring. Our approach not only tracks the target acelyat monitoring. Our first policy involves having a mobile base
but also keeps the response time to the base-station mininstion and moving it to the centroid of the sensors detgctin
the target. This significantly reduces the energy consumed i
I1l. RELATED WORK transmitting the data to the base station. However, movieg t

In [8], a simple distributed co-operative tracking alglomit base station frequently involves considerable energyheast

that records the time instances when each sensor detects3i therefore we observe the effects of moving the basestati
object and then performs line-fitting on the resulting set Gfter several time period values as _OPposed fo each t.|maf(13er.|
points. Instead of looking at a single position measuremef@Ur second policy for energy-efficient target monitoring is
the algorithm considers the path of a moving object composidMove the base station to the centroid of the base-station
of a sequence of positions over a period of time. The on|9cat|ons obtained over seyeral tlme perlod values. THédra
requirement for this protocol is that the density of sensmtes Pattern of target arrival is crucial in both the cases and

be high enough for the sensing ranges of several sensordhgyefore we evaluate the performancg of the above policies
overlap. The outline of this cooperative tracking algaritis Under two different traffic patterns, uniform and bursty. We
as follows: simulate both the energy-efficient target monitoring pelc

1. Each node records the duration for which the gnd observe the effects of traffic pattern on network lifetim
object is in its range. in each case. -

2. Neighboring nodes exchange these durations and W(_a d_evelop_ a framework 0 model engrgy-efﬁment target
their locations. monitoring policies. The following are the important asgim

3. For each point in time, the object’s estimated tions and parameters.

position is computed as a weighted average of the ~ ASsumptions

detecting nodes locations. o Uniformly distributed random network topology witN'
4. A line-fitting algorithm is run on the resulting set nodes and a single base station.

of points. « Nodes are static and the base station is mobile.

In [9], the authors investigate the potential of gateway ® t: denotes the time pgriod in units. The Iifetime of .the
repositioning for enhanced network performance in terms of Sensor network is divided into equal periods of time
energy, delay, and throughput. The paper addresses issues known as time periods. The sensor network is considered
related to when the gateway should be relocated, where it to be alive as long as the sensors detecting the target have
would be moved to, and how to handle its motion without  Sufficient energy to transmit the data to the base station.

negative effect on data traffic. The paper presents two ap-Parameters

proaches that factor in the traffic pattern for determining a, p (, ,): denotes the initial location of the base station

new location of the gateway for optimized communication given by the centroid of all the nodes in the network.

energy and timeliness, respectively. The gateway movement P,(z,y): denotes theentroid location (in CTS) and the

is carefully managed in order to avoid packet losses. centroid of centroid locations (in CBS) of the base station
The authors in [10] propose deploying multiple, mobile base ¢, time periodt,;.

stations to prolong the lifetime of the sensor network. The Ei: represents the total energy dissipated to transmit the

lifetime of the sensor network is split into equal periods of 444 to pase station locatidp, (, y) for time periodt;.

time known as rounds. Base stations are relocated at the star . represents the total energy’dissipated to transFrﬂt the

of a round. The method uses an integer linear program to daita to thecentroid location (in CTS) and thecentroid of

determine new locations for the base stations and a flonebase  .antroid locations (in CBS) of the base statior?(z, y)

routing protocol to ensure energy-efficient routing durgagh for time periodt;. A

round. The paper proposes four metrics and evaluates the Ex: denotes thenergy dissipated/time period and is the

solution using those metrlcs._ Based on the S|_mulat|on mes_ul energy required to transmit data to base station location
Fhe paper shows.that employ_lng multlple, mobile base statio P,(x,y) from target detecting Nodé' for time period
in accordance with the solution given by the schemes would .

significantly increase the lifetime of the sensor network. . éjcv denotes thecentroid energy and is the energy re-

quired to transmit the data to theentroid location (in

IV. ENERGY-EFFICIENT TARGET MONITORING CTS) and thecentroid of centroid locations (in CBS) of

As observed in our background survey, target tracking the base station;(z,y) from target detecting Nodé&/
algorithms generally emphasize on optimizing accuracyef t for time periodt;.

target positions by reducing the difference between theahct « A: denotes thaelocation energy threshold (RET). RET



is the energy required to relocate the base station to the the energy dissipated/time period and thecentroid energy
optimal location. calculations. We simulate the two traffic patterns for thrgeta

« The routing table is setup for all the nodes in the networrivals, uniform and bursty. In case of the uniform traffic
using Dijkstra’s shortest path routing algorithm [11]. pattern, we consider a uniform load at each time period. In

To ensure a fully connected network we develop a Hamikther words, a specific number of nodes detect the target at
tonian path connecting all the nodes in the network. A Hamiach time period (contributing the load), but the nodes to be
tonian path is a path in an undirected graph that visits eve#§ed in target detection are selected randomly. The bursty
vertex exactly once [12]. The initial location of the basatisn traffic pattern models a bursty load, i.e., the load for targe
is then calculated as the centroid of the polygon, where tHgtection is randomly selected at each time period. Then we
nodes act as the vertices of the polygon. The centrgidc) take an average of the loads at each time period and simulate
is also known as the center of gravity or the center of mag@ network for the resultant load value. We simulate each of

and is calculated using the following formula [13], these policies with both the traffic patterns and observe the
effects.
N—-1
7LZ(I4+I' N(@iYiv1 — Tipryi)and (1)
=64 rar S Witl = Lit1li A. Centroid of Target Detecting Sensors (CTS) Policy
N1 1) Initialization:
1 he initial location of the base station
C, = — Ui + Y1) (TiYio1 — Tita1Vi), ) a) Compute the initia : _ ,
Y64 ;( +) (@i +15:) P,(x,y) as the centroid of all the nodes in the
network.

where A denotes the area of the polygon withvertices. The

area of the polygon is calculated using the formula, b) Establish the routing table using Dijkstra’s routing.

2) For each time period,; do

N-1 a) Calculate the energy dissipated/time perif@,=
A=1/2 Z (TiYig1 — Tig1¥i)- 3 ) SN E,. ¥ P periy

=0 b) Calculate theentroid location of the base station,
Ouir first policy for network lifetime optimization involve®- P;(xz,y) as the centroid of the target detecting
locating the base station to the centroid of the sensorstilege Sensors.
the target. At each time period, themergy dissipated/time c) Calculate thecentroid energy, £ = Zf:’zl Eg.
period is calculated as the energy required to transmit the d) If (Ejfl — Ei=1) > A then relocate base station
data to the base station from each of the nodes detecting the to the centroid location, P;_;(z,y) otherwise do
targets. Then, the centroid of the nodes detecting thetige nothing.

calculated, and base station is assumed to be positionkdtat t 3) RepeatStep 2 until the network fails.
location. This location is termed as tbentroid location. Now,

the energy required for transmitting the data from the sashe 8
of nodes to the centroid location is calculated. We term this
energy as thecentroid energy. If the energy dissipateditime 1) Initialization:

Centroid of Base Sation Locations (CBS) Policy

period is greater then the sum akntroid energy and RET a) Compute the initial location of the base station,
required to move the base station, the base station is telhca P,(z,y) as the centroid of all the nodes in the
otherwise it is not. But the task of actually relocating tlesd® network.

station is done at the start of the next time period. Thiscpoli b) Establish the routing table using Dijkstra’s routing.

is termed ascentroid of target detecting sensors (CTS). CTS 2) For each time period; do
gives an increased network lifetime as at each time period a) Calculate the energy dissipated/time perisg,=

we decide on relocating the base station. However, relugati N E,.

the base station at each time period involves a considerable b) Caﬁ&ilate thecentroid of centroid locations of
overhead and therefore we also consider relocating basensta the base stationpP;(z,y) as the centroid of the
after several time periods. o base station locations obtained over several time
The second policy for network lifetime optimization is reqd- periods.

ing the base station to the centroid of the base stationitotst c) Calculate thesentroid energy, £i = S°N | F¢.
obtained over several time periods, where, at each timegberi d) If (E\"' — Ei-1) > A then relocate 'base station
the base station location is computed as the centroid of the to the centroid of centroid locations, Pi_1(,y)
sensors detecting the targets. We term this poliageasoid of otherwise do nothing.

base station locations (CBS) as we compute the centroid of the
base station locations obtained over a period of time psriod
The base station location obtained is termed ascdmtroid ]
of centroid locations. However, for¢=1 unit this policy works C. CTSand CBS Illustration

in the same manner &TS In case ofCBS as well, after  To better explain the policies let us consider an example
several time periods, we make a decision whether to reloc&tbe illustration. We have considered a uniformly distribdt

the base station to theentroid of centroid locations depending random network of 10 nodes and a mobile base station. The

3) RepeatStep 2 until the network fails.



(0.600) (600.600)  hase station, which in this case is 597 and therefore we

decide to relocateRET for each time period is calculated
as the euclidian distance between the present location and
Se:s‘” () o the centroid location of the base station multiplied bRET.
PY %5:&25;) (43255? PY However, the base station is actually relocated toctmtroid
(100,500) (600,500) location in the next time period in theCTS policy. This
Node 3 (350318) Node 6 process is continued and we observe through simulation that
the network fails atl6'" time period.
@ (eogoo) Now for the same network, we observe GBS policy. It
o2 Base Station Node 7 is intuitive to note thatCBS works in the same manner as
CTS for t=1 unit. This is because far=1 unit we relocate
o o ® the base station at each time period. Therefore, in case of
ey 10 oo Roies CBS the resultant base station location gets computed as a
centroid location rather tharcentroid of centroid locations. In
case ofCBS, the centroid is computed as the centroid of the

base station locations obtained over several time perimds (
this case, 2 time periods), where at each time period the base
Fig. 1. Network Topology. station location is computed as the centroid of the sensors
detecting the targets. In the first time period, again Node 2
network area i$00 x 600 m? and the transmission range isand Node 10 are randomly selected to detect a target and the
considered to be 25@x. The total energy in the network isenergy dissipated/time period is calculated as 177.KJ and
3000 K'J and theRET necessary to relocate the base statiafe centroid location for the first time period is the centroid
is 50 J/m. We have used an uniform load of 20% and a timef the Node 2 and Node 10 and is computed as (175, 200).
period =2 units. Again, as we have considergd?2 units we make a decision
The arrangement of the nodes is as shown in the Fig. for the base station relocation only at every alternate time
The routing table is setup for the network using Dijkstra'period. Therefore, for the first time period we use énergy
shortest path routing algorithm. The initial base statiocal dissipated/time period. In the second time period, Node 2 and
tion obtained as the centroid of all the nodes in the netwoNode 8 are randomly selected to detect a target. The actual
is (350, 318). Now, let us consider ti@&T'S policy where the energy is calculated as 2002 and centroid location for
resultant base station location is computed as the centfoidthis time period is (350, 200). Now, theentroid of centroid
the sensors detecting the targets. At every alternate térie¢p locations is computed as the centroid of these temntroid
the resultant base station location, #vergy dissipated/time locations and thecentroid energy is the energy required for
period, and thecentroid energy are computed. If thenergy transmitting the data from Node 2 and Node 8 to thistroid
dissipated/time period is greater than the sum of tleentroid of centroid locations. The centroid energy comes out to be
energy and RET for relocating the base station, then the basi3.93 KJ and theRET is 7.33 KJ. Clearly, theenergy
station is relocated otherwise it is not relocated. Thixpss dissipated/time period for this time period is greater than the
is repeated at every alternate time period. In this exanwpde, centroid energy and the RET and so we relocate the base
have considered a uniform load of 20% and therefore ondyation in the next time period. We continue this process and
2 nodes (out of 10) detect the target at each time periashserve through simulations that for this policy as welk th
In the first time period, Node 2 and Node 10 are randomhetwork fails at16! time period. Thus, both the policies
selected to detect a target. Theergy dissipated/time period provide optimized network lifetime. However, in some cases
is computed as the energy required for sending the data fr@mS policy is better thanCBS policy becauseCTS computes
these nodes to the present location of the base station, icentroid of the sensors actually detecting the targetss Thi
(350, 318). Theenergy dissipated/time period for the first vyields a more accurate resultant base station €88 which
time period is 177.7KJ. As we have consideretE2 units, computes the centroid of the base station locations overakv
we make a decision for the base station relocation only tirhe periods.
every alternate time period. Therefore, for the first timeque
we use theenergy dissipated/time period. Now, in the second
time period Node 2 and Node 8 are used to detect a target.
At this time period, we compute thenergy dissipated/time To evaluate the two proposed energy-efficient target moni-
period and thecentroid location of the base station as thetoring policies we create a network. We create a uniforméy di
centroid of the Node 2 and Node 8. Taeergy dissipated/time tributed network of 100 nodes and a mobile base station with
period for this time period is 200.2KJ and thecentroid full network connectivity. The network area 590 x 500 m?
location is (350, 200). Theentroid energy is computed as the and the node transmission range is %Z0The total energy in
energy required for transmitting datadentroid location of the  he network is assumed to be 165080. We run simulations
base station from these set of nodes, resulting in 12&776 for relocation time periods of 1, 3, 5, 7, 10, 1000, and 10000
Now, the energy dissipated/time period is greater then the until the network fails. We also look at differeRETs for
sum of thecentroid energy and theRET for relocating the relocating the base station. The simulations are rurRiers

(0,0) (600,0)

V. SIMULATION RESULTS
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of 50, 100, 150, 1000, and 10000. We also consider uniform VI. CONCLUSION

and _bursty traffic at different loads for both the policiese W |, this paper, we have address the issue of energy-efficient
consider loads of 1%, 3%, 5%, 7%, 10%, 30%, and 50%. target monitoring using wireless sensor networks. We sego

In case ofCTS, the resultant base station location is obtwo policies for energy-efficient target monitoring. Siratibn
tained as the centroid of the sensors detecting the tahets. results show thatentroid of target detecting sensors (CTS)
observe through simulations that the highest networkififet policy provides improved network lifetime. The CTS policy
is obtained for=1 unit, i.e., when at each time period we makeelocates the base station to the centroid of the sensagstdet
a decision whether to relocate the base station or not. Henwvevng the targets. Relocating the base station after sevienal t
relocating the base station at each time period involvespariods to the centroid of the sensors detecting the taajsts
considerable overhead and therefore we run simulations fsovides for an increased network lifetime. However, inecas
different time period values. As we increase the time periagf centroid of base station locations (CBS) policy, the network
values the network lifetime decreases, since we no lond#etime reduces when we move the base station to the centroi
consider optimal base station location at each time period.of the base station locations obtained over several timeger

Figure 2 representsTSunder uniform load fot=1 unitand Values. This is because the resultant base station location
t=3 units. We observe that network lifetime is higher fe.  obtained from the centroid of the base station locations ove
unit and keeps decreasing with increasing time period galugeveral time period values is not accurate when compared to
Whent—3 units, the decision to relocate the base station is ié¥¢ base station location obtained from the centroid of the
taken at every time period and therefore the network energ§nsors actually detecting the targets. We have also asberv
is not used optimally at each time period. Fig. 2 indicatdbat the network lifetime reduces as we increaser¢taeating
59.26% improvement in network lifetime under uniform loagnergy threshold for moving the base station.
of 1%, when the decision to relocate the base station is taken
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