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~ Abstract—In this paper we discuss the effect of physical to OSNR. Decrease in OSNR causes an increase in BER. Thus
impairments on manycasting service over the optical burst- g burst scheduled on a wavelength can be lost due to high BER
switched (OBS) networks. Signal quality degradation in manycast of the signal. BER of the signal can be computed through

networks is an important issue and it can occur due to fiber . . .
attenuation, splitter switch and amplified spontaneous noise in g-factor [4]. If signal has lowg, then BER of the signal is

EDFA. These physical layer impairments causes the signal quality high and vice-verse. Thus a burst successfully schedulead on
to be weak at the receiver and hence burst may not be detected wavelength, can be lost due to a lgwTherefore there is need
or lost. Our objective is to select the manycast destinations to develop policies that implement manycasting considerin
based on the quality of signal received. We propose a new both burst contention and optical impairments.

algorithm, impairment aware - dynamic membership (IADM) that In thi difv th . lgorith
takes into account of the physical layer impairments. Based on !N this paper we modify the manycasting algorithms pro-

the simulation results we observe that IADM is more robust and POsed in [2] by incorporating physical layer impairmenteeT
practical, as bursts are scheduled not just on contention but also rest of the paper is organized as follows: In Section Il we

on the physical layer constraints. discuss issues of supporting manycasting over OBS networks

Keywords: Manycast, OBS, Impairments, BER, and OSNRI.n Sectior) I we defilje the_ problem ar_ld obtain a measure to
| INTRODUCTION characterize the quality of link. In Section IV we describe t

The manycast problem is defined as follows: given a net_proposed the impairment-aware manycasting scheme. Simula
work G(V,E), where V is the nodes and® edges, edge tion results are presented in Section V. Section VI condude
cost function is given byy : E — R*, an integerk, a € Paper.

sources, and the subset of candidate destinatidghs C V Il. MANYCASTING SERVICE
’ X L = The manycast request is simply denoted(byD.., k). The
|D.| = m > k, where|D,| is the cardinality of the seD.. Y quest IS simply (by, )

We find a minimum Cir nnifadestinations. inD subtle difference between a manycast and a multicast isrthat
€ a um-cost tree spa ihgdestinations ¢ manycast the actual destinations to be chosen are determine
A manycast request is denoted By, D., k). The selection

L s instead of being given as in multicast. That is we have to
of k destinations out ofn by the IP layer is similar to the 99

dom algorithm in 111, which has b dtoh send the burst t& destinations out ofn possible candidate
random algorithmiin [1], whic as been provea 10 have POOkogiinations. But due to the burst loss which occurs due to
performance. Therefore, supporting manycasting at the O

I . for the bandwidih-efficient i rst contention and/or signal degradation, there is na-gua
ayer Is necessary Ior the banawidin-€etlicient manycasting ,ioq that there will be exactly destinations that receive the
Data loss in OBS network can occur either due to bu

tenti . . ts in the fibaBurst contention i "Bhirst. In general most of the solution approach of multingst
contention or iImpairments in the 1 rst contention 1S a = ¢ largely applicable to manycast networks. Networksdhat
special issue in OBS networks, which occurs due to burstin

: : . ) ort the optical multicast can also support optical man
of IP traffic and the lack of optical buffering. Contentio PP P PP P y

) ncasting. Thus, manycasting can be implemented by multicast
occurs when multiple bursts contend for the same outgoing

able optical cross-connect (MC-OXC) switches as shown
channel or wavelength. Many schemes have been propo E P ( )

to resolve the burst contention issges [2]. I_—Iowe_ver aIIeth.eﬁeel%gb%o‘éva:hb?ég?&?:;?;glg;cgnthbi%x:st’ shorteshpa
schemes assume that the underlying physical fiber media is .

ideal. In other words, the burst which is allocated a ressurc * Step 1. F'nq the. shortest path from source to all

or wavelength is considered to be delivered error-free. But thg 'destmatlons' . Let De = {dl’dz""dm,} and

in practice this is not the case. Bursts are transmitted all- _rmnl(rgum hop distance from to d;, wherel < i < m
optically in the fiber and hence they have to traverse through 'S H®) = {ha, ha, h"}}' . .

many optical components, such as fiber, multiplexer, démult * Step 2 'A.‘" the destlnatlons inD. are sorted m_the non-
plexer, splitters and optical amplifiers. This causes theadi decreasing order a_cco_rdmg 0 t/he shortest dlstqnce.from
to degrade in its quality. Received signal have amplified SOUces to the de/stlr)atlons:. L&D, be the new setin this
spontaneous emission (ASE) noise due to optical amplifiers order given by{d;, d3, ... d;, }.

in the network [3]. The common metric to characterize thidowever it is not necessary that along shortest-path the
signal quality is optical-signal-to-noise ratio (OSNRgfided ©ptical signal has minimum degradation. Hence we make the
as the ratio of power of signal received to power of the ASEanycast schemes aware of the physical-layer impairments.
noise [4]. Multicast capable switches cause optical power t _ . |lIl. PROBLEM STATEMENT L
split depending on number of output ports. The power will In this section we discuss the data loss due to physical im-

be reduced as the signal progresses towards destinatics, {P]airments by computing-factor. We first discuss the network

decreasing OSNR. Bit error rate (BER) of the signal is rdat@rchitecture consisting of optical components that a signa
traverses from source to destination in Section II-A. Then,

1This work was supported in part by the National Science Fatiod (NSF) in such network, we qiSCUSS the impair_ments in Section ”'B_'
under grant CNS-0626798. We compute the quality factor of the signal on per hop basis
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Fig. 1. MC-OXC based on Splitter-and-Delivery Archite&ur
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in Section [I-C. The parameters used for the computation of O _ '
g-factor are tabulated in Table. I. Spiter [ Gate () 2x1 Switeh

. Fig. 2. An N x N SaD Switch.
A. Network Architecture 9

Figure. 1 shows the architecture for multicast-opticabsro Law(n) = e~ is loss due to the attenuation in the
connect (MC-OXC) using Splitter-and-Delivery (SaD) switc fiber, wherea is the attenuation of the fiber.
As optical signal traverses from source to destination, it Ly, L, andL, are defined as demultiplexer, multiplexer
encounters losses due to optical switches, mux/demux, and 5ng tap losses, respectively.
fiber attenuation. Power loss can be compensated either by r ==~ _ 2log, NL, + 4L,, is insertion loss [7] of the

incorporating optical amplifiers or by increasing signaivgo SaD switch, wherel, is switch element insertion loss

at source. Fiber in-line amplification provided by the casch and L,, is waveguide or coupling loss and is number
Erbium doped fiber amplifiers (EDFA), compensate the power ¢ fibers, which is equal to number of input/output ports
loss due to attenuation in the fiber. However they increase th ¢ the switch.

ASE noise in the channel, which in turn increases the BER., Gyn andG,.:, are gains of the input and the output EDFA
Increasing the power level in the channel causes non-ligear respectively. DefineGr = GinGou as the total gain

in the fiber. In this paper we consider in-line amplificatidn o provided by the amplifiers at the node.

signal, and hence the effect of ASE noise on the signal qualit ,  is the saturated gain of the in-line EDFA. This gain
is used for the computation of BER. AN x N SaD switch is set to compensate the fiber loss between consecutive
proposed in [5] is used in the architecture for manycasting. amplifiers given byGr = e,

It consists of N power splitters andV? 2 x 1 optical gates P(n), Pas.(n) are the signal and ASE noise, power
which are used to reduce crosstalk aNd 2 x 1 photonic output at then*” node respectively.

switches as shown in Fig. 2. These switches are assumed to bg p and B, are the optical and electrical bandwidths.
configurable and hence can be instructed to split the inogmin

signal to any ofi — 1,... N' output ports [6]. Recursive Power Relations. Here we derive a recursive

power relations similar to [3]. However the only difference
B. Calculation of ¢-factor on per-hop basis is in-line amplification is considered and we use SaD switch
e L.,(n) = 1/k(n) is loss due to the splitter at Node instead of OXC. The output power at the Nadés P(n) and

where k(n) is the number of the output ports to whichS given by,
the signal is split, defined agan-out of the splitter. If

— 2
k = 1, then there is no splitting at the node and henda(") = GinGoutLalmLiLinsLaw(n)Lep(n —1)P(n —1).
Lgp(n) = 1. = GrLipLg(n)Lsp(n —1)P(n —1).
o L, is_physical distance between_ f[he nodesn+1), s = GrLr(n—1)Lg(n—1)P(n—1). (3)
the distance between two amplifiers, thenthe number
of amplifiers used betweefn, n + 1) is given by, whereLy, = LqL,,L?L;,s, this loss is a constant for any node
L and LT(?’L — 1) = LkLatt(’l’L).
an = Tn -1 D)
We definel,, as the distance of fiber which is not beenf ese() = Pase(n—1)Lr(n = 1)Gr + PuLr(n —1) x
compensated by the in-line amplification and is given by (Gin — 1] /Lt + Py Li [Gous — 1] +

ln =Ly, —ap x 1. ) PG — 1ay. (4)



where P,, = 2n,,hf.B, with typical values given in Table- ¢-field is set to a high value, and once BHP reaches the next
I. Due to the in-line amplification of the signal using EDFAnode this value is updated using the recursive Egs. (3,A15).
there will be ASE noise along the route. Hence the last termévery intermediate node, the BHP updates ¢hand checks
Eq. (4) represents the ASE noise along the fiber, and the fitlsé condition,g,c., > . If this is true the BHP proceeds
two terms represent the ASE noise due to EDFAs inside thether, else the burst is said to be dropped. Burst loss due t
node. We assume that this is as constant, when the wavetengignal impairment is defined a3ptical-Layer Blocking.

are centered aroungl. In the system of cascade amplifiers, the Successfully reception of the optical burst at thgess
notion of sensitivity is not very useful when signal reachinnode is based on two issues, contention and impairmentg of th
the receiver has already added lot of noise [4]. In this caliek. The manycasting schemes proposed in [2] are modified to
two parameters that are measured are, the average recesmubider these two issues and are discussed in the nexirsecti
signal power,P(n) and received optical noise powey,.(n).

The optical signal to noise ratio (OSNR) at nodds given IV. IMPAIRMENT-AWARE DYNAMIC MEMBERSHIP

by OSNR(n) = P(n)/P.s.(n). By neglecting the receiver In this section we discuss the manycasting schemes pro-
thermal noise and shot noise, the relationship betweem-theposed in [2] to consider the signal degradation due to the

factor and OSNR is given by [4], impairments in the fiber. However we only modify the Dy-
namic Membership (DM) scheme rather than Static Over
™) 2,/ £=OSNR(n) ) Provisioning (SOP), because DM is found to out-perform

n) — : . . .

q 1+ /1 + 40SNRn) SOP. We describe the schemelapairment Aware Dynamic

Membership (IADM). This scheme takes into account of burst
whereq(n) is defined as the quality factor of the link betweelosses, due taontentions and transmission impairments.

nodes(n,n + 1). Bit error rate of linkn is given by, IADM takes the network status into consideration. Instead
g(n) of selecting the destinations before the burst is tranedhitt
BER(n) =2 erfc( NG > , (6) we dynamically add the members as possible destinations,

depending on contention and quality of the link. Thus IADM
where,er fc(x) is called complementary error function. will work with distributed version of SPT. The set df-
) destinations is tentatively set up at the source node. Weotlo n
C. Assumptions discard the remaining: — k destinations, but instead they are
1) In the recursive equations we have chosen the gaink&pt as the child branches at the source node. The algorithm
the amplifiers (input/output) to be a constant, i.e., gais shown in the next page.
saturation effects of the amplifier are not considered. |IADM algorithm is explained with an example shown in
2) We have assumed thatfactor is independent of the Fig. 3. Consider the manycast requést{5, 6,8,9}, 3) with
wavelength chosen. This assumption is valid when tiségnal and ASE powers as shown in Fig. 3. The table in the
wavelength spacing is less. Hence the carrier frequeniglg. 3 shows the number of splits, signal and ASE power at
f. is chosen to be the central frequency of the waveach node. The output of IADM algorithm gives the manycast
length band. request at the next-hop node with signal and ASE values.
3) Signal degradation due to cross-talk and non-lineanity These two values can be used to compgfactor and thus
fiber have been ignored in the computationgefactor.  qualify the outgoing link. The sef§ represent next-hop nodes
) ) ] (or child-nodes) for the Node, Qr, represent set of nodes that
D. Online Evaluation of g-factor using Burst Header Packet  paye |owg-factor, andCy, is the set of nodes that are blocked
(BHP) Sgnaling due to contentions. These sets are initialized to null leefoe
In a manycast scenario, we have the request in the formatart of the algorithm. When the request arrives, anddf D/,
(s, D., k), with |D.| = m. In order to identify the best set ofthen the burst is received locally and request is updated as
k destinations, we need to have a best possible path, bottsiown in the lines 1-3. The s¢§, 6, 8,9} is the sorted set of
terms of reduced load and quality (in other words high)). candidate destinations in the non-decreasing order ofdpe h
Assuming the link to be free, we can route the optical signalistance. Assuming linK1,2) is free,V is updated, and the
However the link may have a badvalue which in-turn results signal power, ASE power received at Node 2 are computed.
is high BER. If BER is greater tham0~? then the signal Note that there is no split{| = 1) andg-factor is computed as
cannot be recovered. Thus by keeping a threshold valye, in lines 10-12. The condition for threshold is checked anth
for the BER we ensure that the signal received is acceptalilee destination set at the next-hop node is updated. Lines 19
High BER corresponds to low, so we say optical signal 20 ensure that the number of destinations at all the chiléesod
is said to be lost whep falls below ¢;,,. Thus, the burst that does not exceed,,, the number of destinations at the current
was assumed to be transmitted by the network layer, cannotrimele. The loop in line-5, is executed for all destinationsnée
recovered by the core node and is actually lost before regchthe next destination in the order of increasing hop-disaBc
to egress node. The BHP used to reserve the channel for tife The child node for the current node 1 is 3 and hence link
OXC can also be used to make the OXC aware ofgtfiector. (1, 3) is checked for contention. If it is free then the split takes
BHP can in-corporate a new field that hagalue. Initially, the places at node 1 and the power is divided equally among nodes



Impairment Aware Dynamic Membership Algorithm (1,{5,6,8,9}.3)
Input: The manycast request, D!, k,,) arrives at the source node
with a candidate destination s&t,, along with thek intended.
The power inputs for this manycast request @R w), Pase(w)).
For clarity we denote the manycast request by,
are the signal and ASE powers at nagde
(u, D%,y ku, P(u), Pase(u)) where P(u), Pase(u) q=84
Output: Manycast request to the next hop node after satisfying the
BER constraint.

Initialization: At the source node, the manycast request is of the form
, (4.{811) (5.{511) (7.{91.1)
(s, Dl ks, P(5), Pase(s))

w
=~
>
«©
L
o
=

(2.{5.8}.2)

q=84  Linkblocked
5

due to contention

1 fueD
> UpdatéDu and k., qu 841 | ink with low g -6 q=96
2 D], — D’u\{d;}
3 ky — ky — 1
> Destination setD;, is the non-decreasing {8}, e (9.491,2)
order of the hop distance
4  else
5 for j < 1to | D! - — -
6 nj — UIJVIPJCAST[U, d;] Node P(H)ZS(L?]T\}\E;; Power Pas(g)—/(-\ri\irower Splits
g if (%}‘v"jg/ = {FR}EE) 1 1.00 0.0042 2
— VU {n;
9 for i — 1 to ‘V‘ 2 0.40 0.0110 2
10 P(v;) — POW_SIGN AL (P(u), WI) 3 040 0.0110 !
11 Pase(vi) — ASE,SIGNAL(PME(U)) ‘ 91 0.0160 !
5 0.16 0.0160 -

12 4(v5) — Q-FACTOR(P(v3), Pase(v:)) - . — -
13 if (‘J(W) > ch) 7 0.32 0.0160 1
14 Dy, < Dy, U{d(v;)} _

> d(v;) is the destination to be s 912 0.020

reached through child node 9 0.25 0.020 -
ig eIseD — Do \{d(vi)} Fig. 3. For a manycast request we show how the IADM works. Thas w

vi “G d ‘ see that in spite of having no congestion on the L{#k8), the manycast
17 dQL < Qr U {d(vi)} request is not meet due to the lawnfactor. Fiber length between two nodes
en is taken as 70 kms.
18 end
J
19 while > kn;, < ku
k=1

20 do kn; « kn; +1
21 else
22 Cp —Cru{d;}
23 end
24 end
25 end

2 and 3 (V| = 2). Note that ASE power remains unchanged.
Thus the new power angl values are computed using linesFig. 4. The NSF network consisting of 14 nodes and 21 bi-tizeal links
10-12. Thus we see that IADM takes into consideration tg@Stame in km). These links consists of in-line EDFAs space kms apart
. . . . not shown in the figure for clarity).
network status and optical signal quality dynamically for
given manycast request. our results. We use notatiom/k, to denote the group size
of m and k intended destinations. We use NSF network as
shown in the Fig. 4 for our simulation studies. All the links
In this section we present our simulations results. Wa the network are bi-directional and have same transmissio
consideraverage request blocking ratio as performance metric. rate of 10 Ghb/s. Burst arrivals follow Poisson process with
We define average request blocking ratio as given by [2]. Leh arrival rate of\ bursts per second. The length of the
f be the total number of requests in the simulation. Considebarst is exponentially distributed with expected servireet
manycast requess, D, k). Let D’; be the set of destinationsof 1/, seconds. The network load is then definec\ag. The
which actually receive the data. Thaverage request blocking  source and candidate destinations of a manycast request are
ratio is given by, evenly distributed among all the nodes. There are no optical
- . , buffers or wavelength converters in the network. The sic
b= Z [1'0 — min(| Dy, k)/k] /] (7) layer parameters l?sed in the simulation model are sk?cr)?/’vn the
We compare the results of the dynamic membership (DMable. . We use DM and IADM with shortest-path tree (SPT).
scheme described in [2] with our proposetpairment aware-  As in [1], [9], we consider the candidate destinations3gtat
dynamic membership. As DM shows better performance tharsmall, medium, and large sizes, and the intended destirsaito
other schemes like SOP used in [2], we use DM for comparimgmajority of the group. Three typical configuratioBg2, 7/4,

V. SIMULATION RESULTS
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10° ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ q-FACTOR COMPUTATION PARAMETERS
Parameter Value
Channel bit rate B) 10 Gbps
£ Optical Bandwidth B,) 70 GHz
o 3 Electrical Bandwidth B.) 0.7x B
2 /Q/QW Input power of the signal 1 mW (0 dBm)
s el Loss of Multiplexer/Demultiplexer 4 dB
8 107 - - IR ] Switch element insertion loss 1dB
g - U Waveguide fiber coupling loss 1dB
& -2 -o- DM Tap loss 1dB
g e —o—1ADM Fiber Attenuation Coefficient 0.3 dB/km
< Gain of EDFA in MC-OXC Gin, Gout) | 22 dB, 16 dB
L’ ASE factor (nsp) 1.5
Planks Constant 6.63 x 10734 J-s
10 e e Carrier frequencyf. 193.55 THz
T P, in Eq. (4) 2nsphfeBo
Fig. 6. The blocking performance comparison between reguldr dnd Spacing between the amplifier§ ( 70 kms
IADM for manycast configuratiort /4 under medium load Gih 6.5
Number of Fibers/link {V) 2 (bi-directional)

11/6 were used in the simulation. In the all the simulations

over-provisioning was not considered. _ theq depending on the signaling split at each node. This makes
We evaluate the blocking performance for different loadge aigorithm work in the practical scenario where optical
The graph of average-request blocking ratio versus loa@rundigna| degrades due to physical layer impairments. We have
low-load for7/4 configuration is shown in the Fig. 5. Here Weyccounted for the burst loss in both network layer and playsic
use two differenty-axis to compare the performance of DMayer utilizing IADM dynamically. The proposed scheme is
and IADM. DM represents the blocking due to contentiongyified by extensive simulation results.
where as the IADM represents the overall network blocking,
i.e., loss due to contention and high BER. It can be observed

- - it ] S. Y. Cheung, and A. Kumar, “Efficient quorum cast routingagithms,”
from _the figure that, under Ipw Iogc_i conditions most of thé Procesding, IEEE INFOCOM. pp. 840-847, Jun, 1094,
blocking occurs due to the insufficiegt The results show [2] X. Huang, Q. She, V. M. Vokkarane, and J. P. Jue, “Manyngst

a significant difference in the average-request blockirt@pra  Over Optical Burst-Switched NetworksProceeding, |EEE International
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