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Abstract— Grid computing provides a flexible, secure,
sharing of resources among dynamic collections of indi-
viduals, institutions, and resources. Optical burst switch-
ing (OBS) is one of the most promising new optical trans-
port paradigms for efficiently transporting data over an all-
optical network. In this paper, we discuss several mecha-
nisms for deploying a reliable OBS network using a range
of loss minimization and loss recovery mechanisms. We also
propose two new loss recovery mechanisms for deploying a
reliable OBS network, namely, forward error correction and
composite burst assembly. Our simulation shows that the
two proposed mechanisms significantly reduce the loss expe-
rienced by loss-sensitive connection-oriented traffic through
an OBS network. We have also shown how the reduction
of loss leads to increased throughput of TCP-over-OBS net-
work. We also propose a comprehensive OBS service archi-
tecture, and provide guidelines for implementing a reliable
connection-oriented photonic transmission control protocol
(PTCP) over OBS-based Grid networks.

Keywords: Grid Computing, WDM, TCP, IP, OBS,
and FEC.

I. INTRODUCTION

Grid computing provides a flexible, secure, sharing of
resources among dynamic collections of individuals, in-
stitutions, and resources [1]. From an application per-
spective, there are two types of grids: computational grids
and data grids. A compute grid is essentially a collection
of distributed computing resources, within or across lo-
cations that are aggregated to act as a unified processing
resource or virtual supercomputer. These computational
resources can be either within or between administrative
domains. The benefit is faster, more efficient processing
of computationally-intensive jobs, while utilizing existing
resources. Computational grids also eliminate the draw-
back of tightly binding specific machines to specific jobs,
by allowing the aggregated pool to most efficiently ser-
vice sequential or parallel jobs with fine-grained user at-
tributes. A data grid on the other hand provides wide area,
secure access to current data. Data grids enable users and
applications to manage and efficiently use database infor-
mation from distributed locations. Data grids can be de-
ployed within one administrative domain or across multi-
ple domains. Data grids eliminate the need to unnecessar-
ily move, replicate, or centralize data, translating into cost
savings. Initial data grids are being constructed today, pri-

marily serving collaborative research communities. Soft-
ware vendors and large enterprises are currently investi-
gating data grid solutions and services for business appli-
cations. Down the road, data grids will be a key element
in the rollout of Web services. From a networking per-
spective, the impact of data grids will include a tighter in-
tegration of storage protocols and high-performance net-
working.

Grid computing can be applied to many areas, such as
[2]:

- Data intensive core services: enable secure access to
massive amounts of data in a global name space, to
move and to replicate data at high-speed from one
geographical site to another.

- eHealth remote screening: secure access and fast
transfer of large screening images on demand within
an acceptable latency.

- Bio-applications: provide an integrated environment
on a grid for the phytogenetic analysis, the compar-
ative analysis at a large scale, and the synthesis and
pattern matching of proteins in the area of bioinfor-
matics.

Optical networks are a logical choice for supporting
grid networks in order to ensure global reach and huge
amount of inexpensive bandwidth for large file transfer
demands, since optical fiber links offering huge band-
widths on the order of 50 THz. In optical wavelength divi-
sion multiplexed (WDM) networks, channels are created
by dividing the bandwidth into a number of wavelength
or frequency bands, each of which can be accessed by the
end-user at peak electronic rates. In order to efficiently
utilize this bandwidth, we have to design efficient trans-
port architectures and protocols based on the state-of-the-
art optical device technology [3]. The general require-
ments that the underlying optical network has to support
in order to host grid services are the following:

- Scalable, flexible, and reconfigurable network in-
frastructure.

- Ability to support very high capacity: Bulk data
transfer.

- Bandwidth-on-demand capabilities for short or long
periods of time between different discrete points
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across the network.
- Variable-rate and constant-rate bandwidth services.
- Wavelength and sub-wavelength level resource pro-

visioning.
- Broadcasting/multicasting/anycasting capabilities:

so as to assign grid job requests on to multiple grid
resources.

- High resilience across layers: for instance, a resilient
physical layer will entail a number of features in-
cluding resilient wavelengths, fast and dependable
restoration mechanisms, as well as routing diversity
stipulations being available to the grid user.

Current grid deployments support only applications that
require long-lived wavelength paths between the client
and grid resources. These long-lived wavelength paths
are provided by dedicated wavelengths using optical cir-
cuit switching (OCS) [4], [5], [6]. In general, a pure OCS
system is not bandwidth efficient since majority of the
traffic flows do not transfer a fixed continuous amount of
data over a long periods (minutes to months). Also, with
the increase in channel capacity from OC-3 to OC-768
and above, there is increased pressure to implement pho-
tonic transport protocols that support statistical multiplex-
ing of fiber links. Optical Burst Switching (OBS) [7], [8]
is a promising switching technology that efficiently uti-
lizes the optical fiber bandwidth provided by wavelength
division multiplexing, and at the same time, avoids the
need for optical buffering while handling bursty traffic.
In a OBS network, a data burst consisting of multiple data
packets is switched through the network all-optically. A
Burst Header Packet (BHP) is transmitted ahead of the
burst in order to reserve the data channel and configure
the switches along the burst’s route. In the Just-Enough-
Time (JET) signaling scheme [8], the burst transmission
follows an out-of-band BHP after a predetermined offset
time. The offset time allows the BHP to be processed
before the burst arrives at the intermediate nodes; thus,
the burst does not need to be delayed at the intermediate
nodes. The BHP also specifies the duration of the burst
in order to let a node know when it may reconfigure its
switch for the next arriving burst. Other OBS signaling
techniques, such as Just-In-Time (JIT) [9] are also imple-
mented in a one-way unacknowledged manner.

OBS has the potential of meeting several important ob-
jectives of Grid services:

- High bandwidth, low latency, deterministic transport
required for high demand Grid applications;

- All-optical data transmission with ultra-fast
user/application-initiated light path setup;

- Implementable with cost effective COTS (commer-
cial off-the-shelf) optical devices.

Several works have proposed a Grid-over-OBS infrastruc-
ture in [10], [11], [12]. Fig. 1 shows the Grid-over-OBS
architecture, in which there are two interfaces to con-

nect Grid and OBS network, namely, Grid User Network
Interface (GUNI) and Grid Resource Network Interface
(GUNI). One critical issue in OBS networks for support-
ing grid services is that OBS currently provides only un-
reliable data transfer due to the one-way based nature of
all the signaling and reservation techniques. The existing
solution is to rely on the higher layer, such as TCP, to pro-
vide reliable data transfer, while the OBS layer remains
unreliable.

Figure 2(a) shows the protocol layers in a Grid-over-
OBS network. The responsibilities of each Grid layer are
listed as follows:

- Fabric: provides the resources to which shared ac-
cess is mediated by Grid protocols.

- Connectivity: defines core communication protocols
required for Grid-specific network transactions.

- Resource: define protocols (and APIs and SDKs) for
the secure negotiation, initiation, monitoring, con-
trol, accounting, and payment of sharing operations
on individual resources.

- Collective: contains protocols and services that are
not associated with any one specific resource but
rather are global in nature and capture interactions
across collections of resources.

- Application: comprises the user applications that op-
erate within a Virtual Organization environment.

Application
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Fig. 2. (a) Grid-over-OBS Protocol Layering. (b) OBS-
supported services.

There is a tremendous need to support reliable
connection-oriented end-to-end transport service for sup-
porting application such as the grid systems. TCP has
been widely used as the reliable data transport protocol of
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Fig. 1. Grid-over-OBS Architecture

choice for the traditionally electronic Internet. Over the
years, TCP has undergone significant changes in terms
of developing new congestion-control techniques and
handling issues concerning the need for high-bandwidth
at the presence of long end-to-end delays between the
senders and the receivers. The important TCP flavors cur-
rently in existence are TCP Tahoe, TCP Reno, TCP New
Reno, TCP SACK, TCP Vegas, High-Speed TCP, Fast
TCP, and XCP [13], [14], [15], [16], [17], [18], [19], [20],
[21], [22]. The fundamental assumption of all these TCP
techniques is that the underlying medium is electronic in
nature, and that the packets experience queueing (buffer-
ing) delays during congestion in the electronic IP routers
along the path of the TCP flow.

In this paper, we develop a new architectural and pro-
tocol framework for the next-generation Grid networks,
wherein grid-based edge nodes directly connect to the all-
optical core network. In such a framework, since there is
no know methodology for storing optical signals, once the
data is sent into the core, the data cannot be buffered along
any of the intermediate nodes in the core network and
hence does not experience any queueing delay. Hence,
the fundamental data transmission principles of TCP are
not applicable to an all-optical transport network. We now
need investigate new photonic transport protocols for car-
rying high-bandwidth grid traffic over an all-optical burst-
switched core network.

The data transmission rate of the TCP segments into
the core network is represented in terms of the sending
rate (or the throughput) of the flow. In the optical net-
work framework there is insignificant variations in the
propagation delay between the sender and the receiver of
a transport level (TCP) flow, due to the absence of elec-
tronic buffers in the core. In this scenario of supporting
transport flows with a strictly bounded delay limit, many
of the fundamental TCP congestion-control design prin-
ciples will be invalid. Also, TCP congestion-control tech-
niques that are delay-based, such as TCP Vegas, and TCP
flavors that use certain round trip delay estimation may
not perform effectively.

We believe that a photonic transport layer that clearly
understands the characteristic of the lower optical layer
is essential to achieve high data rates. We believe that a
comprehensive set of transport services listed in Fig. 2(b)
should be supported by the photonic transport layer in or-
der to handle the plethora of different Grid applications.
Similar to TCP, there is a need for designing and develop-
ing a reliable connection-oriented photonic transmission
control protocol (PTCP) over OBS networks. In this pa-
per, we focus on making the OBS (link and network) layer
reliable and do not get into the details of the implemen-
tation of the OBS transport layer. We believe a simple
selective-repeat based sliding-window protocol [23] can
be used to support reliable in-order connection-oriented
service, while the traditional one-way OBS signaling is
suitable for supporting connectionless service. The de-
tailed design and evaluation of photonic transport proto-
cols is out-of-scope of this paper.

II. TRANSMISSION CONTROL PROTOCOL (TCP):
BACKGROUND AND ISSUES

There are three different types of TCP congestion con-
trol techniques, they are loss-based, delay-based, and
rate-based. The well-deployed TCP flavors, Reno [24],
[25], New Reno [26], and SACK [27], are loss-based
TCP, which uses packet losses to estimate the available
bandwidth in networks. However, implementing those
loss-based TCP flavors over OBS networks may cause
False Time Out (FTO), where the network congestion de-
tected by TCP (at low loads) is actually caused by random
burst contention instead of IP router buffer overflow. FTO
has been shown to significantly degrade the TCP perfor-
mance. The paper [28] has proposed a new Burst TCP
(BTCP) that can detect FTOs and accurately react net-
work congestion.

The delay-based TCP flavors, such as TCP Vegas [18],
use delay measurement to estimate available bandwidth
in networks. The queueing delay measured in TCP can
provide multi-bit information about the degree of network
congestion, which will make TCP implementation easier
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Fig. 3. Reliable OBS Framework.

to stabilize a network with a target fairness and high uti-
lization. The performance of TCP Vegas has been evalu-
ated in [18], [29]. TCP Vegas improves TCP efficiency by
achieving 37% to 71% higher throughput and by reducing
much less packet retransmissions than TCP Reno.

As bandwidth-delay product (BDP) increases in high-
speed networks, several issues arise:

- Inefficiency: linear increase of congestion window
size of one per-round-trip-time (RTT) limits the abil-
ity to acquire spare bandwidth; and multiplicative
decreasing congestion window size per loss event is
too drastic.

- Oscillatory: oscillation becomes unavoidable in
high-capacity or large-delay networks because TCP
uses a binary congestion signal (pack loss).

The basic TCP flavors cannot meet the requirement of
Grid service due to the BDP problem. Recently, some
new TCP flavors have been proposed in order to solve
the BDP problem. HighSpeed TCP is a loss-based TCP
which allows TCP to achieve high throughput with more
realistic packet drop rate requirement. Fast TCP can be
thought of as a high-speed version of TCP Vegas that uses
both packet delay and packet loss as a measurement of
network congestion.

Recently, a third kind of TCP congestion control mech-
anisms that are rate-based have been proposed. A rate-
based eXplicit Control Protocol (XCP) has been proposed
in [14], where available network bandwidth is estimated
based on the explicit feedbacks from routers in the net-
works.

OBS primarily implements one-way, unacknowledged
signaling, such as JET. The data bursts in the bufferless
OBS core network are susceptible to random burst loss
due to burst contentions. This type of random loss is
unique to OBS, since in traditional electronic IP networks
loss is primarily due to buffer overflow at the core IP
routers. Traditionally, TCP implements congestion con-
trol and flow control mechanisms to avoid network con-
gestion and to provide in-order reliable data transfer. We
believe that a reliable photonic transport protocol does not
need to implement congestion control mechanisms but
only flow control and rate control mechanisms at the edge.

Since, no congestion can occur in an all-optical bufferless
core network, unlike electronic (buffer-based) networks.
Note that though the network throughput does not col-
lapse with increasing load as in IP networks, the increase
in load leads to increase in data loss in all-optical net-
works. Congestion can only occur at ingress and egress
node buffers. Hence, for reliable data transfer in OBS
we need flow control mechanisms rather than congestion
control mechanisms. A simple sliding window mecha-
nism will suffice in order to ensure reliable in-order de-
livery. In the future, we intend to evaluate all these three
kinds of data transmission mechanisms over a bufferless
OBS network.

III. RELIABLE OBS

In this paper, we focus on the goal of implementing
a reliable optical burst-switched network using primarily
loss minimization and loss recovery mechanisms. One of
the primary OBS core network issues is contention reso-
lution. When two or more bursts are destined for the same
output port at the same time, contention occurs. When a
contention cannot be resolved, one of the contenting burst
is lost. In order to handle burst loss due to unresolved
contentions, we implement loss recovery mechanisms. In
the following section, we classify and describe the differ-
ent loss minimization and loss recovery mechanisms. The
entire framework for supporting a reliable OBS network
is shown in Fig. 3.

A. Loss Minimization: Contention Resolution Vs. Con-
tention Avoidance

We classify all loss minimization mechanisms into
two broad categories, namely, Contention Resolution and
Contention Avoidance. Contention resolution mecha-
nisms attempt to minimize data loss when a contention
has already occurred. On the other hand, contention
avoidance mechanisms attempt to minimize the occur-
rence of contentions. The contention resolution mecha-
nisms are optical buffering, wavelength conversion, de-
flection routing, and segmentation. While the contention
avoidance mechanisms are load-balanced routing, seri-
alization (proactive scheduling), and admission control.
A combination of loss minimization mechanisms may be
used to further reduce the data loss.
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Fig. 4. Selective segment dropping for two contending bursts
(a) tail-dropping policy (b) head-dropping policy.

1) Contention Resolution Mechanisms: The primary
contention resolution mechanisms are optical buffering,
wavelength conversion, deflection routing, and burst seg-
mentation [30], [31]. In optical buffering, fiber delay lines
(FDLs) are used to delay the burst for a specified amount
of time, proportional to the length of the delay line, in
order to avoid the contention [32]. In wavelength conver-
sion, if two bursts on the same wavelength are destined to
go out of the same port at the same time, then one burst
can be shifted to a different wavelength [33]. In deflection
routing, one of the two bursts will be routed to the correct
output port (primary) and the other to any available alter-
nate output port (secondary). The deflected packets may
end up following a longer path to the destination, leading
to higher end-to-end delay, and packets may also arrive at
the destination out-of-order [34], [35]. In burst segmen-
tation [31], the burst is divided into basic transport units
called segments. Each of these segments may consist of
a single IP packet or multiple IP packets, with each seg-
ment defining the possible partitioning points of a burst
when the burst experiences contention in the optical net-
work. All segments in a burst are initially transmitted as a
single burst unit. However, when contention occurs, only
the overlapping segments of a one of the bursts in con-
tention will be dropped, as shown in Fig. 4. If switching
time is not negligible, then additional segments may be
lost when the output port is switched from one burst to
another. There are primarily two approaches for drop-
ping burst segments during a contention. The first ap-
proach, tail dropping, is to drop the tail of the original
burst (Fig. 4(a)), and the second approach, head dropping,
is to drop the head of the contending burst (Fig. 4(b)) [31].

2) Contention Avoidance Mechanisms: In optical
burst-switched networks, there have been several solu-
tions to resolve contentions in order to minimize data loss
as we discussed above. These localized contention res-
olution techniques react to contentions, but do not ad-
dress the more fundamental problem unbalanced load-
ing of different core links. In [36], two dynamic load-
balanced routing techniques are proposed to avoid burst
contentions. The simulation results show that the pro-
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Fig. 5. OBS retransmission scheme.

posed contention avoidance techniques improve the net-
work utilization and reduce data loss. In [37], [38], [39],
the authors investigated similar load-balancing routing (or
path switching) approaches using adaptive alternate path
routing and concluded with similar observations as [36].

In [40], a proactive scheduling algorithm referred to as
burst overlap reduction algorithm (BORA) is proposed.
The motivation behind BORA is based on the observa-
tion that if the total number of simultaneously arriving
bursts at an output port exceeds the number of channels
at that port, burst loss will be inevitable. Thus, if we can
reduce the total number of simultaneously arriving bursts
from a given source at each port, it is likely that the burst
loss will be reduced. BORA tries to proactively avoid
burst contention at remote (downstream) nodes. The ba-
sic idea is to serialize the bursts on outgoing links to re-
duce the burst overlapping degree (and thus burst con-
tention and burst loss at downstream nodes). This can be
accomplished by judiciously delaying locally assembled
bursts beyond the pre-determined offset time using elec-
tronic memory available at ingress nodes. Results show
that loss rate of BORA is much lower than loss in exist-
ing algorithms. The biggest side-effect of BORA is that it
introduces significant delay at the edge during serializa-
tion of bursts.

In addition, several other edge-based admission control
techniques can be incorporated to minimize the number of
contentions in the core.

B. Loss Recovery: Reactive Vs. Proactive

Loss recovery mechanism are essential to support reli-
able data transfer in a OBS network. We classify all loss
recovery mechanisms into one of two categories, namely,
Reactive and Proactive. Reactive loss recovery mecha-
nisms are generally optimistic about the successful recep-
tion of the transmitted burst at the destination. Hence,
reactive mechanisms only attempt to recover when they
receive an explicit failure message. On the other hand,
proactive loss recovery mechanisms are generally pes-
simistic about the successful reception of the transmitted
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burst at the destination. Proactive mechanisms transmit
additional information (overhead) along with the origi-
nal burst so as to handle certain loss scenarios. Broadly
speaking, reactive mechanisms are better solutions when
burst losses are rare and bandwidth needs to be opti-
mized. Proactive mechanisms are better solutions when
burst losses are high and delay needs to be optimized.

We now describe the different loss recovery mecha-
nisms shown in Fig. 3. We first describe the retransmis-
sion scheme, the only reactive OBS loss recovery mech-
anisms. We then describe several proactive loss recovery
mechanisms, such as burst cloning, 1 + 1 protection,
forward error correction, and composite burst assembly.
Note that a combination of loss recovery mechanisms can
be implemented to further reduce the loss in the OBS net-
work.

1) Retransmission: The basic idea of burst retrans-
mission is to allow contending bursts to be retransmitted
in the OBS layer. In this scheme, BHPs are sent out prior
to data burst transmission in order to reserve resources.
After an offset time, the burst is transmitted. At the same
time, the ingress node stores a copy of the transmitted
burst for possible retransmissions. As the BHP traverses
through the core nodes, if the channel reservation fails
due to burst contention, the core node will send an Auto-
matic Retransmission Request (ARQ) to the ingress node
in order to report the reservation failure. Upon receiving
an ARQ, the ingress node retransmits the corresponding
duplicate preceded by its BHP.

We illustrate a retransmission scenario in Fig. 5. In
this figure, the BHP is transmitted at time t0, while the
burst is duplicated and stored at the ingress node before
being transmitted. The burst is transmitted at time t1 after
some offset time. At t2, the burst reservation fails at Node
3, triggering Node 3 to send an ARQ back to the ingress
node. The ingress node receives the ARQ at t3, then sends
a new BHP and retransmits a duplicate burst at t4 after
some offset time. Assuming the second transmission is
successful, at t5 the burst arrives at the egress node. A
burst duplicate may be retransmitted multiple times until
the burst successfully reaches the egress node.

We observe from Fig. 5 that the retransmission scheme
results in an extra delay, Tr, referred to as retransmis-
sion delay. The retransmission delay is the time elapsed
between the initial BHP transmission of a burst and the
last ARQ receipt for the corresponding burst, i.e., t3 − t0.
The retransmission delay can be bounded by a delay con-
straint, notated as δ. Once the ingress node receives an
ARQ for the contending burst, the ingress node calculates
Tr for the contending burst and decides if it is necessary
to retransmit the burst. If Tr ≥ δ, the ingress node ignores
the ARQ and does not retransmit the contending burst.

If the network is lightly loaded, the retransmission
scheme has a good chance of successfully retransmit-

ting contending bursts. If the network is heavily loaded,
the retransmitted bursts have a lower probability of be-
ing successfully received. The ingress node can continue
to attempt retransmission until the retransmission delay
exceeds the delay constraint, in which case the burst is
dropped and no longer retransmitted when a contention
occurs. Compared to a OBS network without burst re-
transmission, a OBS network with burst retransmissions
will have a higher traffic load in the network, leading to
higher burst contention probability. However, the burst is
allowed to experience multiple contentions, which leads
to a lower burst loss probability, particularly at lower
loads. Additional details about retransmission can be
found in [41]. We now discuss the proactive loss recovery
mechanism (refer Fig. 3).

2) Burst Cloning: In burst cloning [42], the authors
propose a proactive loss recovery scheme for OBS net-
works. The idea is to replicate a burst and send duplicated
copies of the burst through the network simultaneously. If
any one of the bursts is lost, the destination egress nodes
can recover from the core loss using the other duplicate
burst. Note that we need some additional intelligence in
the BHPs to identify duplicates in the case both origi-
nal and duplicate burst reach the destination. So that the
destination will select one of the bursts, disassemble the
burst, and forward the packets on to the corresponding
destination hosts. Based on the load on the different link
in the network, the original and the clone could be sent
on different paths. Primary design issues in burst cloning
are to select the optimal node at which to clone and to
prevent cloned bursts from contending for resources with
their original bursts.

3) 1 + 1 Protection: 1 + 1 protection for OBS is dis-
cussed in [43]. Here, premium data traffic is protected by
routing two copies of the data over disjoint paths. The au-
thors show that a sufficiently large difference in the prop-
agation delays can cause performance degradations that
may result in an unsatisfactory quality-of-service on the
protected connection. It is important to note that source
burst cloning is very similar to 1 + 1 protection where in
cloning performed at the ingress node and the burst are
transmitted along disjoint paths to the destination. In this
paper, we do not evaluate either burst cloning or 1+1 pro-
tection. Interested readers are referred to [42] and [43].

4) Forward Error Correction (FEC): Forward Error
Correction (FEC) is a type of error correction which im-
proves on simple error detection schemes by enabling the
receiver to correct errors once they are detected. Further-
more, FEC codes can ameliorate or even eliminate the
need for feedback from receivers to senders to request re-
transmission of lost packets. FEC works by adding check
bits to the outgoing data stream. Adding more check bits
reduces the amount of available bandwidth, but also en-
ables the receiver to correct for more errors. FEC makes it
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possible to transmit at much higher data rates if additional
bandwidth is available. FEC is particulary well suited for
optical transmissions, where bandwidth is reasonable but
end-to-end latency across long-haul networks is signifi-
cant.

In a communication system that employs forward
error-correction coding, a digital information source
sends a data sequence to an encoder. The encoder inserts
redundant (or parity) bits, thereby outputting a longer se-
quence of code bits, called a codeword. Such codewords
can then be transmitted to a receiver, which uses a suitable
decoder to extract the original data sequence. FEC codes
can be implemented using several different approaches,
such as block codes and convolutional codes. In block
coding, the encoder intersperses parity bits into the data
sequence using a particular algebraic algorithm. On the
receiving end, the decoder applies an inverse of the alge-
braic algorithm to identify and correct any errors. While
convolutional codes process the incoming bits in streams
rather than in blocks. The paramount feature of such
codes is that the encoding of any bit is strongly influenced
by the bits that preceded it.

Recently, [44] proposed Reed-Solomon (RS) code
based FEC mechanism to provide protection in a OBS
network wherein bits in multiple bursts are encoded to
create a redundant burst (of RS codes), and all these bursts
are transmitted on multiple paths in order to provide pro-
tection against links failures in the core network. RS
codes are represented by (n, k), where n byte data con-
sists of k byte original data and (n − k) byte redundant
code. The (n, k) RS code can recover up to (n − k) byte
loss [45]. The FEC burst loss recovery scheme in [44] has
limited scope since it is only applicable to traffic that need
transmission of multiple bursts. Also, in order to imple-
ment this FEC mechanism, all these group of bursts have
to sent on several (possibly disjoint) paths across the net-
work. Transmitting burst on multiple paths causes severe

problems at the receiver in terms of buffering delay so as
to reorder, decode, and verify these bursts.

In this paper, we propose a FEC-based loss recovery
technique for a OBS network with burst segmentation
support. As discussed before, segmentation drops only
the overlapping packets of a burst in contention to mini-
mize packet loss. In our scheme, FEC codes (or redundant
packets) can be placed along with every burst so that the
receiver can recover from packet loss of each burst in the
forward direction. Note that without segmentation, there
is no benefit of adding redundant FEC codes into a burst.
Based on the type of segmentation [31] implemented by
the OBS core, we can place the correction packets at spe-
cific positions inside a burst as shown Fig. 6.

Figure 6 illustrates the specific locations of a burst that
are more susceptible to loss for each flavor of burst seg-
mentation implemented in the core. For instance, if in a
(n, k) RS code with n = 14 and k = 10, we could place
the four redundant FEC code packets toward the tail of
the burst, as shown in Fig. 6(a), if a strict tail-dropping
segmentation is implemented in the OBS core. Similarly,
Fig. 6(b) and Fig. 6(b) depict the scenario if a strict head-
dropping and a head-n-tail-dropping is implemented in
the OBS core. In the general case, segmentation can be
performed on the tail, the head, or both, and no specific
burst assembly mechanism would do better than the other.
We could to implement a RS-code based FEC technique
to recover from errors.

We observe that if the core follow a specific type of
segmentation, there is no need to waste the bandwidth
with redundant FEC code packets. Instead, we could as-
sembly burst consisting of packets from multiple traffic
streams, so that we place loss-tolerant packets at posi-
tions that are more susceptible to packet loss compared
to loss-sensitive packets. We now explain a composite
burst assembly technique for minimizing packet loss in a
segmentation-based OBS network.
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5) Composite Burst Assembly (CBA): Composite
burst assembly combined with burst segmentation is an
effective mechanism for loss recovery in OBS networks.
We observe that, if we are knowledgeable about the man-
ner in which the packets within a burst gets dropped due
to segmentation, we can implement a better bandwidth-
efficient loss recovery mechanism called Composite Burst
Assembly (CBA) [46]. In FEC, we add overhead data to
correct from errors, while in CBA we do not add any over-
head data but assembly the original burst in a compos-
ite manner such that it reduces loss probability of certain
class of packets.

Figure 7 illustrates the motivation for forward error
prevention mechanisms in segmentation-based OBS net-
works. We consider three segmentation scenarios that
a burst can experience in the core network as discussed
before. For a detailed discussion of how to implement
a OBS network with a strict tail-dropping, strict head-
dropping, or both head-n-tail dropping (non-preemptive)
policy refer to [31], [47]. In CBA, the ingress nodes per-
forms composite burst assembly wherein, different traf-
fic flows are assembled together such that the packets be-
longing to loss-sensitive traffic (e.g. connection-oriented)
are placed at positions of low loss probability, while pack-
ets belonging to loss-tolerant traffic (e.g. connectionless)
are placed at positions of higher loss probability. In Fig. 7,
the shaded regions (in blue) represent the positions of
high loss probability, while the solid regions (in brown)
represent the positions of low loss probability for each
type of segmentation. We envision connection-oriented
traffic, to be assembled with connectionless traffic, and
get similar (if not better) loss performance as compared
to FEC for connection-oriented traffic. Hence, given the
packet loss pattern inside a burst, CBA will outperform
FEC in terms of bandwidth-efficiency with no additional
delay.

The only tradeoff that may result from creation of com-
posite bursts is that the loss experienced by connection-
less traffic may be higher at significant loads. Without
retransmission support, certain high-bandwidth real-time
connectionless traffic (for instance, high-quality video
streaming) may need to be protected from high loss. In
such cases, those specific connectionless traffic may need
to be assembled into separate bursts.

IV. SIMULATION RESULTS

In this section, we develop a network-wide simulation
model in order to evaluate the performance of loss mini-
mization and loss recovery mechanisms. We evaluate the
performance of FEC, CBA, Retransmission, Segmenta-
tion, and compare them to a baseline scheme that drops
the entire burst when burst contentions occur. We simu-
late the NSF network as shown in Fig. 8. The number of
wavelengths on each link is 8 and the transmission rate on
a wavelength is 10 Gb/s. We assume that all core nodes

6

9

3

2

1

4
5

7
8

11

10

13

12

141600

2000

1100

700

1200

700

800

500

300

300

600

1100

1000 600

800

2400
2800

2000

900

500
800

Fig. 8. NSF network.

3.2 4.8 6.4 8 9.6 11.2 12.8 14.4 16
10

−7

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

Load −−−−>

P
ac

ke
t L

os
s 

P
ro

ba
bi

lit
y 

−
−

−
>

Baseline
Segmentation
10% FEC/CBA
20% FEC/CBA
50% FEC/CBA
100% FEC/CBA
RET Pb = 0.1 and d = 2Tp
RET Pb = 0.001 and d = 2Tp

Fig. 9. Packet loss probability of loss-sensitive traffic vs. load.

are bufferless (no FDLs) and have full-wavelength con-
version capability. The data traffic simulated traverses
through eight ingress-egress node pairs: (1,11), (3,11),
(2,9), (3,9), (1,13), (2,10), (4,12), and (7,13). Burst ar-
rivals follow a Poisson process and are uniformly distrib-
uted among the eight flows. Each burst generated has a
fixed length of 100 packets and each packet is 1250 bytes
long. The load in each figure is the original input traffic
load to the entire network in Erlang.

Figure 9 plots the average packet loss probability of
loss-sensitive traffic versus load for the OBS network
with different loss minimization and loss recovery mech-
anisms. In the burst retransmission scheme, we set the
delay constraint to be 2Tp and the different retransmis-
sion buffer blocking probabilities to be 0.1 and 0.001.
For the loss-sensitive traffic, packet loss probabilities in
the FEC and CBA schemes are the same. We can see
that, with higher redundancy, the packet loss probabil-
ity of FEC/CBA schemes reduces. We can also see that
the FEC/CBA schemes performs better than the segmen-
tation, burst retransmission, and baseline schemes. Note
that x% FEC refers to burst created with x% redundant
FEC code packets and x% CBA refers to composite burst
with x% of loss-tolerant traffic packets.

Figure 10 plots the average packet loss probability of
loss-tolerant traffic versus load for the OBS network with
the CBA scheme. We compare the CBA scheme with dif-
ferent redundancy values. We can see that, in a specific
load range, there exists a redundancy value using which
the CBA scheme performs the best. For example, at the
loads below 9.6 Erlang, the CBA scheme with 20% re-
dundancy has the lowest packet loss probability; at the
loads between 11.2 and 14.4 Erlang, the CBA scheme
with 30% redundancy has the lowest packet loss proba-

512



3.2 4.8 6.4 8 9.6 11.2 12.8 14.4 16
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

Load −−−−>

P
ac

ke
t L

os
s 

P
ro

ba
bi

lit
y 

−
−

−
>

10% Redundancy
20% Redundancy
30% Redundancy
40% Redundancy
50% Redundancy
60% Redundancy
80% Redundancy
100% Redundancy

Fig. 10. Packet loss probability of loss-tolerant traffic vs. load.

3.2 4.8 6.4 8 9.6 11.2 14.4 16
17.6

17.8

18

18.2

18.4

18.6

18.8

19

19.2

19.4

19.6

Load −−−−>

A
ve

ra
ge

 P
ac

ke
t D

el
ay

 (
m

s)
 −

−
−

>

Baseline
Segmentation
10% FEC/CBA
20% FEC/CBA
50% FEC/CBA
100% FEC/CBA
RET Pb = 0.1 and d = 2Tp
RET Pb = 0.001 and d = 2Tp

Fig. 11. Average packet delay vs. load.

bility; and at the load of 16, the CBA scheme with 40%
redundancy performs the best. Hence, we can design a
dynamic CBA scheme that adjusts the redundancy based
on traffic load range in order to achieve optimal loss for
both loss-sensitive and loss-tolerant traffic.

Figure 11 plots the average packet delay versus load
for the OBS network with the different loss minimization
and loss recovery mechanisms. We can see that the re-
transmission scheme has the highest average packet de-
lay due to the retransmission delay. The delay incurred
in the FEC/CBA schemes only includes one-way prop-
agation delay and data transmission delay. We see that
the packet delay in the FEC/CBA scheme is only a little
higher than the baseline scheme. Also, FEC/CBA with
higher redundancy results in higher packet delay, since
higher redundancy generates larger-sized bursts resulting
in higher data transmission delay.

Figure 12 plots the send rate for TCP Reno over the
OBS network using the FEC/CBA scheme. The TCP

3.2 4.8 6.4 8 9.6 11.2 14.4 16
0.1

1

10

90

Load −−−−>

T
C

P
 T

hr
ou

gh
pu

t(
kb

ps
) 

−
−

−
>

Baseline
Segmentation
10% FEC/CBA
20% FEC/CBA
50% FEC/CBA
100% FEC/CBA

Fig. 12. TCP throughput vs. load.

Reno send rate is calculated based on the throughput
equation modeled in [48]. We can see that, using the
FEC/CBA scheme, the TCP throughput increases signif-
icantly compared to segmentation and baseline schemes
due to improved packet loss probability. We can also see
that, the TCP throughput increases when using higher re-
dundancy in the FEC scheme, since higher redundancy
improves packet loss probability in the OBS network.

V. CONCLUSION

In this paper, we present the concept of implementing
next-generation grids over a reliable OBS network. We
described the Grid-over-OBS network architecture along
with the different protocol and service layers. Also, a
comprehensive framework for implementing a reliable
OBS network using loss minimization and loss recov-
ery mechanisms was presented. The different proactive
and reactive mechanisms are introduced and evaluated.
We also compare the performance of the FEC and CBA
schemes with burst retransmission scheme using the NSF
network. Our simulation results show that both FEC and
CBA significantly reduce the packet loss without any ad-
ditional delay as compared to any other known technique
for a OBS network. We also show the impact of reduced
loss in the OBS core network on existing electronic trans-
port protocols, such as TCP Reno. TCP over OBS with
FEC/CBA achieves significantly higher throughput com-
pared to other reliable OBS mechanism. We expect simi-
lar improvement to other TCP flavors and intend to eval-
uate them in the near future.

In this paper, we limit our study to static CBA, wherein
the ratio of the loss-sensitive to the loss-tolerant traffic
is fixed. We intend to extend the static CBA mechanism
to a dynamic feedback-based CBA mechanism such that
the packet ratio of the different traffic streams is dynam-
ically adjusted based on the experienced loss (and load)
along the path. Similarly we intend to extend the currently
proposed static FEC to a dynamic feedback-based FEC
techniques so as to add the optimal redundancy to each
burst. Another area future work is to evaluate the effect
of FEC/CBA schemes on recently proposed TCP flavors
that can achieve better performance in a high-bandwidth
and high-delay network environment.
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