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Current fast-growing Internet traffic is demanding increased network capacity each day, as

well as support for differentiated services. Wavelength-division multiplexing (WDM) tech-

nology has provided an opportunity to drastically increase network capacity, while optical

burst switching offers all-optical, high-speed, format-transparent switching, which is an es-

sential characteristic for future networks that need to support different classes of data.

In this report, we analyze several critical issues affecting optical burst-switched networks,

such as contention resolution, channel scheduling, burst assembly, signaling, and quality of

service (QoS).

We introduce a new approach called Burst Segmentation, to reduce packet loss during con-

tention resolution. We propose non-preemptive and preemptive scheduling algorithms that

use burst segmentation to resolve contention, so as to achieve lower packet loss.

We also investigate the handling of prioritized data traffic. Our first approach for providing

QoS support is by introducing prioritized burst segmentation in the network core network.

The prioritized burst segmentation scheme allows high-priority bursts to preempt low-priority

bursts and enables full class isolation between bursts of different priorities. In the second

vi



approach for providing QoS, we introduce a new technique for assembling packets into a

burst referred to as composite burst assembly. In this technique, a composite burst is created

by combining packets of different classes into the same burst. We describe a generalized burst

assembly framework, and we propose several composite burst assembly methods. In the third

approach for supporting QoS, We propose a differentiated threshold-based burst assembly

scheme to provide QoS in optical burst-switched networks. Through simulations, we also

show the presence of an optimal threshold value of minimizes packet loss for given network

parameters.

We also develop a generalized signaling framework for optical burst-switched networks, and

we propose technique called intermediate node initiated (INI) signaling, for optical burst-

switched networks. INI can provide different levels of loss and delay characteristics based on

the client applications requirements.

In general, all the proposed solutions solve many of the fundamental issues faced by optical

burst-switched networks, thereby making OBS more practical and deployable in the near

future.

vii



TABLE OF CONTENTS

ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v

ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvi

CHAPTER 1. INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Evolution of Optical Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Research Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.3 Organization of the Dissertation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

CHAPTER 2. OPTICAL BURST SWITCHING - A SURVEY . . . . . . . . . . . . . . . . . . . . . 13

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.2 OBS Network Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.3 Burst Assembly . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.4 Routing and Wavelength Assignment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.5 Edge Scheduling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.6 Signaling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.6.1 Generalized Signaling Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.6.2 Just-Enough-Time (JET) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.6.3 Tell-and-Wait (TAW) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.7 Channel Scheduling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.7.1 First Fit Unscheduled Channel (FFUC): . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

2.7.2 Horizon or Latest Available Unscheduled Channel (LAUC): . . . . . . . . . . . . . . . 42

2.7.3 First Fit Unscheduled Channel with Void Filling (FFUC-VF): . . . . . . . . . . . . . . 43

2.7.4 Latest Available Unscheduled Channel with Void Filling (LAUC-VF): . . . . . 44

2.8 Contention Resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

2.8.1 Optical Buffering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

2.8.2 Wavelength Conversion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

viii



2.8.3 Deflection Routing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

2.9 Quality of Service . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

CHAPTER 3. BURST SEGMENTATION: AN APPROACH FOR REDUCING PACKET
LOSS IN OPTICAL BURST-SWITCHED NETWORKS . . . . . . . . . . . . 58

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.2 Burst Segmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.3 Segmentation with Deflection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.4 Analytical Loss Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

3.5 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.5.1 Analytical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.5.2 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

CHAPTER 4. SEGMENTATION-BASED CHANNEL SCHEDULING ALGORITHMS
FOR OPTICAL BURST-SWITCHED NETWORKS . . . . . . . . . . . . . . . . 82

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.2 OBS Core Node Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.3 Segmentation-Based Non-Preemptive Scheduling Algorithms . . . . . . . . . . . . . . . . . . . . 89

4.3.1 Non-preemptive Minimum Overlap Channel (NP-MOC): . . . . . . . . . . . . . . . . . . 90

4.3.2 Non-preemptive Minimum Overlap Channel with Void Filling (NP-MOC-
VF): . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

4.4 Segmentation-Based Non-Preemptive Scheduling Algorithms with FDLs . . . . . . . . . 93

4.4.1 Delay-First Scheduling Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

4.4.2 Segment-First Scheduling Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

4.5 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

CHAPTER 5. PRIORITIZED BURST SEGMENTATION FOR PROVIDING QOS IN
OPTICAL BURST-SWITCHED NETWORKS . . . . . . . . . . . . . . . . . . . . . 106

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

5.2 Prioritized Contention Resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

5.3 Analytical Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

5.4 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

5.4.1 Analytical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

ix



5.4.2 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

CHAPTER 6. COMPOSITE BURST ASSEMBLY TECHNIQUES FOR PROVIDING
QOS SUPPORT IN OPTICAL BURST-SWITCHED NETWORKS . . . 125

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

6.2 Generalized Burst Assembly Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

6.3 Burst Assembly Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

6.3.1 Approach 1: Single Class Burst (SCB) with ����� . . . . . . . . . . . . . . . . . . . . . . 129

6.3.2 Approach 2: Composite Class Burst (CCB) with ����� . . . . . . . . . . . . . . . . . . 129

6.3.3 Approach 3: Single Class Burst (SCB) with ����� . . . . . . . . . . . . . . . . . . . . . . 131

6.3.4 Approach 4: Composite Class Burst (CCB) with ����� . . . . . . . . . . . . . . . . . . 132

6.4 Burst Scheduling Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

6.5 Analytical Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

6.6 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

6.6.1 Analytical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

6.6.2 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

6.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

CHAPTER 7. THRESHOLD-BASED BURST ASSEMBLY POLICIES FOR PROVID-
ING QOS SUPPORT IN OPTICAL BURST-SWITCHED NETWORKS142

7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

7.2 Edge Node Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

7.3 Threshold-Based Burst Assembly Technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

7.4 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

7.4.1 Single Threshold Without Burst Priority . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

7.4.2 Single Threshold With Burst Priority . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

7.4.3 Two Thresholds Without Burst Priority: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

7.4.4 Two Thresholds With Burst Priority: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

7.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

x



CHAPTER 8. INTERMEDIATE NODE INITIATED (INI) SIGNALING: A HYBRID
RESERVATION TECHNIQUE FOR OPTICAL BURST-SWITCHED
NETWORKS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

8.2 Extensions to the Generalized Signaling Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

8.3 Intermediate Node Initiated (INI) Signaling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

8.4 Differentiated Intermediate Node Initiated (DINI) Signaling . . . . . . . . . . . . . . . . . . . . . . 165

8.5 Threshold-based Differentiated Intermediate Node Initiated (TDINI) Signaling . . . . 166

8.6 Analytical Delay Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

8.7 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

8.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

CHAPTER 9. CONCLUSION. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

9.1 Summary of Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

9.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

9.3 OBS: Candidate for Supporting the Next-Generation Optical Internet . . . . . . . . . . . . . 181

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182

VITA

xi



LIST OF FIGURES

1.1 Evolution of optical transport methodologies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 The use of offset time in OBS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.3 Comparison of the different all-optical network technologies. . . . . . . . . . . . . . . . . . 9

2.1 OBS Network Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.2 OBS functional diagram. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.3 (a) Architecture of Core Router. (b) Architecture of Edge Router. . . . . . . . . . . . . . 17

2.4 Effect of load on timer-based and threshold-based aggregation techniques. . . . . 20

2.5 Generalized signaling framework. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.6 Reservation and Release Mechanisms.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.7 Just-Enough-Time (JET) signaling technique. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.8 Comparison of (a) JET and (b) JIT based signaling. . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.9 Tell-and-Wait (TAW) signaling technique. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.10 Initial data channel status (a) without void filling (b) with void filling. . . . . . . . . . 41

2.11 Channel assignment after using (a) non void filling algorithms (FFUC and
LAUC), and (b) void filling algorithms (FFUC-VF and LAUC-VF). . . . . . . . . . . 43

3.1 Segments header details. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.2 Selective segment dropping for two contending bursts. . . . . . . . . . . . . . . . . . . . . . . . 61

3.3 Trailer packet effective. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.4 Trailer packet ineffective. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.5 Segmentation with deflection policy for two contending bursts. . . . . . . . . . . . . . . . 65

3.6 Picture of NSFNET with 14 nodes (distance in km). . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.7 Packet loss probability versus load for both exponential initial burst size, 1/ �
= 100 ms and fixed initial burst size = 100 packets, using SDP without length
comparison. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.8 Packet loss probability versus load for NSFNET at low loads with
�
� �������

� s and Poisson burst arrivals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

3.9 Packet loss probability versus load for NSFNET at high loads with
�
� �������

� s and Poisson burst arrivals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

3.10 Average number of hops versus load for NSFNET with
�
� � �����	� s and

Poisson burst arrivals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

xii



3.11 Average output burst size versus load for NSFNET with
�
� � ����� � s and

Poisson burst arrivals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

3.12 Packet loss probability versus load at varying switching times for NSFNET
with

�
� � � � � � s and Poisson burst arrivals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

3.13 Packet loss probability versus load for NSFNET with Pareto burst arrivals. . . . . 79

3.14 Average number of hops versus load for NSFNET with Pareto burst arrivals. . . 79

3.15 Average output burst size versus load for NSFNET with Pareto burst arrivals. . 80

4.1 Selective segment dropping for two contending bursts (a) tail dropping policy
(b) head dropping policy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

4.2 Block diagram of an OBS core node. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.3 (a) Input-Buffer FDL Architecture, and (b) Output-Buffer FDL Architecture. . . 88

4.4 Initial data channel assignment using a) non-void filling and b) void filling
scheduling. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

4.5 Illustration of non-preemptive (a) NP-MOC scheduling algorithm, and (b)
NP-MOC-VF scheduling algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

4.6 Illustration of (a) NP-DFMOC algorithm, and (b) NP-DFMOC-VF algorithm. . 95

4.7 Illustration of (a) NP-SFMOC algorithm, and (b) NP-SFMOC-VF algorithm. . 96

4.8 14-Node NSF Network. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

4.9 (a) Packet loss probability versus load, and (b) average end-to-end delay ver-
sus load for different scheduling algorithms with 8 data channels on each link,
for the NSF network. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

4.10 (a) Packet loss probability versus load, and (b) average per-hop FDL delay
versus load for different scheduling algorithms with 8 data channels on each
links and FDLs, for the NSF network. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

5.1 (a) Contention of a low-priority burst with a high-priority burst. (b) Con-
tention of a high-priority burst with a low-priority burst. (c) Contention of
two equal-priority bursts with longer contending burst. (d) Contention of two
equal-priority bursts with shorter contending burst. . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

5.2 Picture of NSF network with 14 nodes (distance in km). . . . . . . . . . . . . . . . . . . . . . . 118

5.3 Packet loss probability versus load for both exponential initial burst size, 1/ �
= 100 ms and fixed initial burst size = 100 packets, using Scheme 3 without
burst length comparison. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

5.4 Packet loss probability versus load for different QoS schemes with fixed burst
size = 100 packets, with the traffic ratio being 20% Priority 0 and 80% Priority
1 bursts. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

5.5 Average end-to-end packet delay versus load for different QoS schemes with
fixed burst size = 100 packets, with the traffic ratio being 20% Priority 0 and
80% Priority 1 bursts. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

xiii



5.6 Packet loss probability versus load for different traffic ratios using Scheme 1. . 121

5.7 Packet loss probability versus load for different traffic ratios using Scheme 2. . 121

5.8 Packet loss probability versus load Scheme 1 with different number of alter-
nate deflection ports. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

5.9 Average packet delay versus load using Scheme 1 and Scheme 2. . . . . . . . . . . . . . 122

6.1 Different Composite Class Bursts based on the supported burst segmentation
policies in the core; (a) for strict tail-dropping, (b) for strict head-dropping,
and (c) for non-preemptive (both head-dropping and tail-dropping). . . . . . . . . . . . 127

6.2 (a) Creation of Single Class Burst with N = 4 and M = 4. (b) Creation of
Composite Class Burst with N = 4 and M = 4. (c) Creation of Single Class
Burst with N = 4 and M = 2. (d) Creation of Composite Class Burst with N =
4 and M = 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

6.3 NSF network with 14 nodes (distances in km). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

6.4 Packet loss probability versus alpha and beta values for composite bursts of
fixed initial burst size = 100 packets length using Scheme 3 without length
comparison. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

6.5 Packet loss probability versus load for N = 4 and M = 4 for single and com-
posite class bursts, with the traffic ratio of the packets classes A, B, C, D
being 10%, 20%, 30%, 40%. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

6.6 Average End-to-End packet delay versus load for N = 4 and M = 4 for single
and composite class bursts, with the traffic ratio of the packets classes A, B,
C, D being 10%, 20%, 30%, 40%.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

6.7 Packet loss probability versus load for N = 4 and M = 2 for single and com-
posite class bursts, with the traffic ratio of the packets classes A, B, C, D
being 10%, 20%, 30%, 40%. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

6.8 Average End-to-End packet delay versus load for N = 4 and M = 2 for single
and composite class bursts, with the traffic ratio of the packets classes A, B,
C, D being 10%, 20%, 30%, 40%.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

6.9 Packet loss probability plotted versus load. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

7.1 Architecture of Edge Node with Burst Assembler. . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

7.2 NSF Network with 14 nodes (distances in km). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

7.3 The graphs for DP and SDP with single threshold and no burst priority in the
network. (a) Total number of burst contentions versus load. (b) Total number
of burst contentions versus varying threshold values. . . . . . . . . . . . . . . . . . . . . . . . . . 149

7.4 The graphs for DP and SDP with single threshold and no burst priority in the
network. (a) Packet loss probability versus load. (b) Packet loss probability
versus varying threshold values. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

7.5 The graphs for SDP with single threshold and two burst priorities in the net-
work. (a) Total number of burst contentions versus load. (b) Packet loss
probability versus load for different threshold values. . . . . . . . . . . . . . . . . . . . . . . . . 152

xiv



7.6 The graphs for SDP with single threshold and two burst priorities in the net-
work. Packet loss probability versus threshold for both classes of packets at
a load of 0.5 Erlang. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

7.7 The graphs for SDP with single threshold and two burst priorities in the net-
work. Packet loss probability versus threshold for both classes of packets at
a load of 0.5 Erlang. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

7.8 The graphs for SDP with two thresholds and no burst priority in the network
(a) Total number of burst contentions versus varying both threshold values.
(b) Packet loss probability versus varying both threshold values for both pri-
orities. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

7.9 The graphs for SDP with two threshold and two burst priorities in the net-
work (a) Total number of burst contentions versus varying values for both
thresholds. (b) Packet loss probability versus varying threshold values for
both priorities. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

8.1 Generalized signaling framework. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

8.2 Intermediate Node Initiated (INI) Signaling Technique. . . . . . . . . . . . . . . . . . . . . . . 163

8.3 14-node NSF USA backbone network topology (distance in km). . . . . . . . . . . . . . 170

8.4 (a) Burst loss probability versus load, and (b) Average end-to-end delay ver-
sus load, for JET, TAW, and INI with the initiating node is at the center hop. . . 171

8.5 (a) Burst loss probability versus load, and (b) Average end-to-end delay ver-
sus load, when the initiating nodes are source, first hop, second hop, third
hop, and destination. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

8.6 (a) Burst loss probability versus load, and (b) Average end-to-end delay ver-
sus load, when the initiating nodes is source, center hop, and destination in
the same network to provide differentiation through signaling. . . . . . . . . . . . . . . . . 174

8.7 (a) Packet loss probability versus load and (b) Average end-to-end delay ver-
sus load. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

xv



LIST OF TABLES

4.1 Comparison of Segmentation-based Non-preemptive Scheduling Algorithms . . 93

4.2 Comparison of Segmentation-based Non-preemptive Scheduling Algorithms
with FDLs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

4.3 Scheduling Options . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

5.1 QoS schemes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

8.1 Summary of the different OBS signaling techniques. . . . . . . . . . . . . . . . . . . . . . . . . . 164

xvi



CHAPTER 1

INTRODUCTION

1.1 Evolution of Optical Networks

Over the last decade, the field of networking has experienced growth at a tremendous rate.

The popularity of the Internet is soaring as more people gain an increased awareness of the

vast amounts of information available at the click of a button. This explosion is leading to

many new opportunities in networking, as people demand faster and better applications and

services, such as World Wide Web browsing, video-on-demand, and interactive television.

The rapid expansion of the Internet and the ever-increasing demand for multimedia informa-

tion are severely testing the limits of our current computer and telecommunication networks.

There is an immediate need for the development of new high-capacity networks that are capa-

ble of supporting these growing bandwidth requirements. We need to be able to scale current

networks to support the increasing volumes of information.

Optical networks are a logical choice to meet future communication demands, with

optical fiber links offering huge bandwidths on the order of 25 THz. In order to meet these

growing needs, optical wavelength-division multiplexing (WDM) communication systems

have been deployed in many telecommunications backbone networks. In WDM networks,

channels are created by dividing the bandwidth into a number of wavelength or frequency

bands, each of which can be accessed by the end-user at peak electronic rates [1]. In order

to efficiently utilize this bandwidth, we need to design efficient transport architectures and

protocols based on state-of-the-art optical device technology.

Figure 1.1 shows the evolution of the different optical transport methodologies [2].

The first generation optical network architectures consist of point-to-point WDM links. Such
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Figure 1.1. Evolution of optical transport methodologies.

networks are comprised of several point-to-point links, at which all traffic coming into each

node from an input fiber is dropped and converted from optics to electronics, and all outgoing

traffic has to be converted back from electronics to optics before being sent on the outgoing

fiber. This dropping and adding i of the entire traffic at every node in the network incurs

significant overhead in terms of switch complexity and data transmission cost, particularly if

the majority of the traffic in the network happens to be bypass traffic. In order to minimize

the network cost, all-optical add-drop devices can be used.

Second-generation optical network architectures are based on wavelength add-drop

multiplexers (WADM) [3], where traffic can be added and dropped at the WADMs location.

WADMs can terminate only selected channels from the fiber and let other wavelengths pass

through untouched. In general, the amount of bypass traffic in the network is significantly

higher than the amount of traffic that needs to be dropped at a specific node. Hence, by using

WADM, we can reduce overall cost by dropping only the wavelengths whose final destination

is same as the current node, and allowing all other wavelengths to bypass the node. WADMs

can serve as a basis for switching, wherein the WADMs is remotely configured to drop any

wavelength to any port without manual intervention. We can perform circuit, or point-to-
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point, switching in the optical domain with a WADM. The WADMs are mainly used to build

optical WDM ring networks which are expected to deployed mainly in the metropolitan area

market.

In order to build a mesh network consisting of multi-wavelength fiber links, we need

appropriate fiber interconnection devices. Third-generation optical network architectures are

based on all-optical interconnection devices. These devices fall under the following three

broad categories, namely passive star, passive router, and active switch [4]. The passive star

is a broadcast device. A signal that is inserted on a given wavelength from an input fiber

port will have its power equally divided among (and appear on the same wavelength on) all

output ports. A passive router can separately route each of several wavelengths incident on

an input fiber to the same wavelength on separate output fibers. The active switch also allows

wavelength reuse, and it can support simultaneous connections through itself. The passive

star is used to build local WDM networks, while the active switch is used for constructing

wide-area wavelength-routed networks. The passive router has mainly found application as a

mux/demux device.

In this dissertation, we focus on optical wide-area (long-haul) mesh network archi-

tectures and we are primarily concerned with transport methodologies based on optical cross

connects (OXC) (or active switches). There are primarily three all-optical transport method-

ologies, namely, wavelength routing (circuit-switched), optical burst switching, and optical

packet switching. We describe each of the transport methodologies below. Note that all-

optical transport methodologies are characterized by a bufferless core network, so as to ben-

efit from the high optical data transmission rates.

In wavelength routed WDM networks, end users communicate with one another via

all optical WDM channels, which are referred to as lightpaths [5]. A lightpath is used to

support a connection in a wavelength routed WDM network and may span multiple fiber

links. In the absence of wavelength converters, a lightpath must occupy the same wavelength
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on all the fiber links through which it traverses. This property is known as the wavelength

continuity constraint.

Given a set of connections, the problem of setting up lightpaths by routing and as-

signing a wavelength to each connection is called the routing and wavelength assignment

(RWA) problem. Typically, connection requests may be of two types, static and dynamic. In

the Static Lightpath Establishment (SLE) problem, the entire set of connections is known in

advance, and the problem is then to set up lightpaths for these connections while minimizing

network resources such as the number of wavelengths or the number of fibers in the network.

For the Dynamic Lightpath Establishment (DLE) problem, a lightpath is set up for each con-

nection request as it arrives, and the lightpath is released after some finite amount of time.

The objective in the dynamic traffic cases is to set up lightpaths and assign wavelengths in a

manner which minimizes the amount of connection blocking or which maximizes the num-

ber of connections that are established in the network at any time. There have been extensive

study to solve both the static and the dynamic RWA problems [6].

Wavelength-routed connections are fairly static and they may not be able to accom-

modate the highly variable and bursty nature of Internet traffic in an efficient manner. In

order to meet the growing bandwidth demands in a metropolitan or a long-haul environment,

transport methodologies that support fast resource provisioning and that handle bursty traffic

must be developed. Also, the rapid increases in data traffic suggest that all-optical WDM

networking technologies, capable of switching at sub-wavelength granularity, are attractive

for meeting diverse traffic demands of the next-generation networks. Optical Burst Switching

(OBS) and Optical Packet Switching (OPS) are two such promising methods for transporting

traffic directly over a bufferless optical WDM network [7, 8, 9, 10].

Optical packet switching is capable of dynamically allocating network resources with

fine packet-level granularity while offering excellent scalability [8, 11, 12, 13, 14]. In an

optical packet-switched network, individual photonic switches are combined to form a net-

work. Packets can arrive at the input ports of each node at different times. In packet-switched
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networks, bit-level synchronization and fast clock recovery are required for packet header

recognition and packet delineation.

Optical packet-switched networks can be classified into two categories: slotted (syn-

chronous) and unslotted (asynchronous) networks. In a slotted network, all the packets have

the same size. Packets are placed together with the header inside a fixed time slot, which has

a longer duration than the packet and header to provide guard time. In an unslotted network,

the packets may or may not have the same size, and the packets arrive and enter the switch

without being aligned. Therefore, the packet-by-packet switch action could take place at any

point in time. This can leads to contention of different incoming packets for the same outgo-

ing resource. Obviously, in unslotted networks, the chance for contention is larger because

the behavior of the packets is more unpredictable and less regulated. On the other hand, un-

slotted networks are easier and cheaper to build, more robust, and more flexible compared to

slotted networks.

A possible near-term alternative to all-optical circuit switching and all-optical packet

switching is optical burst switching [10]. In optical burst switching, packets are concatenated

into transport units referred to as bursts. The bursts are then switched through the optical

core network in an all-optical manner. Optical burst-switched networks allow for a greater

degree of statistical multiplexing and are better suited for handling bursty traffic than optical

circuit-switched networks. At the same time, optical burst-switched networks do not have as

many technological constraints as all-optical packet-switched networks.

Circuit and packet switching have been used for many years for voice and data com-

munications respectively. Burst switching [15, 16, 17], on the other hand, is less common.

Switching techniques primarily differ based on whether data will use switch cut-through or

store and forward. In circuit switching, a dedicated path between two stations is necessary. A

call is established, the data is transferred, and the call is disconnected. Resource reservation

is done for the duration of the call. In packet switching, the data is broken into small packets

and transmitted. The resources can be shared by different sources. End stations can send
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and receive data at their own speed. The individual packets can be individually switched or

a virtual circuit can be set up. In the first case, the routing decision is done at a packet level

while in the later, it is on a virtual channel level. Individual routing may lead to out-of-order

message delivery.

Circuit switching is advantageous when we have constant data rate traffic (fixed de-

lays) in the network, like voice traffic; however, it is not suitable under bursty traffic condi-

tions, or when circuits are idle [18]. Packet switching works well with variable-rate traffic,

like data traffic, and can achieve higher utilization. Prioritization of data can also be incorpo-

rated in packet switching; however, it is difficult to give QoS assurances (best effort service),

and packets can have variable delays [7].

Optical burst switching was introduced only recently for optical (WDM) networks,

and is thus not as well understood as optical circuit and packet switching. Circuit switching

uses two-way reservation schemes that have a large round trip. Packet switching has a large

buffer requirement, complicated control, and strict synchronization issues. OBS is designed

to achieve a balance between the coarse-grained circuit switching and the fine-grained packet

switching. As such, a burst may be considered as having an intermediate “granularity” as

compared to circuit and packet switching. OBS uses one-way reservation schemes with im-

mediate transmission, in which the data burst follows a corresponding packet without waiting

for an acknowledgment [19, 20, 21, 22, 23, 24]. Optical burst switching techniques differ

based on how and when the network resources, like bandwidth, are reserved and released.

Optical burst switching is an adaptation of an International Telecommunication Union-

Telecommunication Standardization Sector (ITU-T) standard for burst switching in asyn-

chronous transfer mode (ATM) networks, known as ATM block transfer (ABT) [25]. There

are two versions of ABT: ABT with delayed transmission and ABT with immediate trans-

mission. In the first case, when a source wants to transmit a burst, it sends a packet to the

ATM switches on the path of the connection to inform them that it wants to transmit a burst.

If all the switches on the path can accommodate the burst, the request is accepted and the
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Figure 1.2. The use of offset time in OBS.

source is allowed to go ahead with its transmission. Otherwise, the request is refused, and

the source has to send another request later. In ABT with immediate transfer, the source

sends the request packet, and then immediately following the request, without receiving a

confirmation, the source transmits its burst. If a switch along the path cannot carry the burst

due to congestion, the burst is dropped. These two techniques have been adopted to optical

networks.

In an optical burst-switched network, a data burst consisting of multiple IP packets is

switched through the network all-optically. A control packet is transmitted ahead of the burst

in order to configure the switches along the burst’s route. The offset time (Figure 1.2) allows

for the control packet to be processed and the switch to be set up before the burst arrives at

the intermediate node; thus, no electronic or optical buffering is necessary at the intermediate

nodes while the control packet is being processed. The control packet may also specifies the

duration of the burst in order to let the node know when it may reconfigure its switch for the

next arriving burst. Hence, the OBS paradigm supports dynamic bandwidth allocation and

statistical multiplexing of data, efficiently utilizing the WDM links.
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The common signaling schemes for reserving resources in OBS networks are tell-

and-go (TAG), tell-and-wait (TAW), and just-enough-time (JET). The TAG scheme [26, 27]

is similar to the ABT with immediate transmission, and the TAW scheme [27] is similar to

ABT with delayed transmission. An intermediate scheme known as JET was proposed in

[10].

In the TAG scheme, the source transmits the control packet and then immediately

transmits the optical burst. In this scheme, it may be necessary to buffer the burst in the

optical burst switch until its control packet has been processed. In the JET scheme there is a

delay between transmission of the control packet and transmission of the optical burst. This

delay can be set to be larger than the total processing time of the control packet along the

path. Thus, when the burst arrives at each intermediate node, the control packet has been

processed and a channel on the output port has been allocated. Therefore, there is no need to

buffer the burst at the node. This is a very important feature of the JET scheme, since optical

buffers are difficult to implement. A further improvement of the JET scheme can be obtained

by reserving resources at the optical burst switch from the time the burst arrives at the switch,

rather than from the time its control packet is processed at the switch. The different signaling

techniques for OBS networks is studied in detail in the next chapter.

Figure 1.3 summarizes the three different all-optical transport paradigms. From the

figure, we can clearly observe that optical burst switching has the advantages of both op-

tical circuit switching (or wavelength routed networks) and optical packet switching, while

avoiding their shortcomings.

1.2 Research Objectives

In this report, we analyze several critical issues affecting optical burst-switched networks,

such as contention resolution, channel scheduling, burst assembly, signaling, and quality of

service (QoS).
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Figure 1.3. Comparison of the different all-optical network technologies.

Since optical burst-switched networks provide connectionless transport, there exists

the possibility that bursts may contend with one another at intermediate nodes. Contention

will occur if multiple bursts from different input ports are destined for the same output port at

the same time. We introduce a new approach, called burst segmentation, to reduce packet loss

during contention resolution. Through simulation and analytical modeling, it is shown that

segmentation policy reduces packet loss substantially when compared to the standard policy

of dropping the contenting burst in the event of a contention. There are two ways of imple-

menting burst segmentation with deflection namely, Segment-First policy and Deflect-First

policy. In the Segment-First policy, the original burst is segmented and it’s tail is deflected.

While in the case of Deflect-First policy the contending burst is deflected if an alternate

port is free, otherwise the original burst is segmented and its tail is dropped. We study the

performance of both the policies with and without deflection and observe that policies with

deflection outperform the standard dropping policy with and without deflection.

One of the key components in the design of optical burst-switched nodes is the de-

velopment of efficient channel scheduling algorithms. In channel scheduling, multiple wave-

lengths are available on each link, and the problem is to assign an incoming burst to an

appropriate channel or wavelength on the outgoing link. We propose non-preemptive and pre-
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emptive scheduling algorithms that use burst segmentation to resolve data burst contentions

during channel scheduling. We further reduce packet loss by combining burst segmentation

and fiber delay lines (FDLs) to resolve contentions during channel scheduling. We propose

two types of scheduling algorithms that are classified based on the placement of the FDL

buffers in the optical burst-switched node. These algorithms are referred to as delay-first

or segment-first algorithms. The simulation results show that the proposed algorithms can

effectively reduce the packet loss probability compared to existing scheduling techniques.

QoS support is another important issue in OBS networks. Applications with diverse

requirements urge transport technologies carrying the next-generation Optical Internet, such

as OBS, to provide QoS guarantees. In this work, we propose three different approaches

for handling prioritized data traffic. Our first approach of providing QoS support, is by in-

troducing prioritized burst segmentation in the network core network. The prioritized burst

segmentation scheme allows high-priority bursts to preempt low-priority bursts and enables

full class isolation between bursts of different priorities. The proposed schemes are evaluated

through analysis and simulation, and it is shown that prioritized burst segmentation provides

100% isolation between different classes of traffic, i.e., the performance of the high-priority

traffic is not affected by the low-priority traffic. The approach can be easily extended to

support multiple classes of traffic in a OBS networks.

In the second approach to providing QoS, we introduce a new technique for assem-

bling packets into a burst, referred to as composite burst assembly. In this technique, a com-

posite burst is created by combining packets of different classes into the same burst. The

packets are placed from the head of the burst to the tail of the burst in order of decreasing

class. The performance of this approach is enhanced by using a burst segmentation technique

in which, during burst contention, only the packets in the tail of a burst are dropped. We de-

scribe a generalized model for burst assembly and burst scheduling, and we propose several

composite burst assembly methods. The proposed schemes are evaluated through analysis

and simulation, that having multiple class of packets in a burst performs better than having a
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single class of packets in a burst.

In the third approach to providing QoS, we propose a threshold-based burst assembly

scheme in conjunction with a burst segmentation policy to provide QoS in optical burst-

switched networks. Bursts are assembled at the network edge by collecting packets that

have the same QoS requirements. Once the number of packets in a burst reaches a threshold

value, the burst is sent into the network. We investigate various burst assembly strategies

which differentiate bursts by utilizing different threshold values or assigning different burst

priorities to bursts that contain packets with differing QoS requirements. We show through

simulation that there is an optimal value of burst threshold that in addition to providing QoS

support, minimizes packet loss for given network parameters.

Signaling and reservation is one of the fundamental criteria upon which OBS can

be differentiated from other all-optical transport technologies. OBS adopts an out-of-band

signaling technique in which the burst header packet is sent ahead of the data burst by an

offset time. The two commonly used signaling techniques in optical burst switching are

tell-and-wait (TAW) and just-enough-time (JET). TAW suffers from high average end-to-end

packet delay, while JET suffers from high packet loss probability. There is no signaling

technique that offers flexibility in terms of both loss and delay tolerance.

We develop a generalized signaling framework for optical burst-switched networks.

Based on the selection of the different parameters in the framework, we can understand the

performance of the signaling technique. We also propose a hybrid signaling technique called

intermediate node initiated (INI) signaling for optical burst-switched networks. INI can pro-

vide different levels of loss and delay characteristics based on the client applications require-

ments. Through simulation, we shown that INI performs better than TAW and JET in terms

of average end-to-end packet delay and burst loss probability, respectively. We extend the INI

signaling technique to provide differentiation in the core, by carefully choosing different initi-

ation nodes based on the applications delay and loss requirements. We also show that the new

signaling technique, differentiated INI (DINI) outperforms other existing QoS techniques.
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In general, all the proposed solutions solve many of the fundamental issues faced by

optical burst-switched networks, thereby making OBS more practical and deployable in the

near future.

1.3 Organization of the Dissertation

This dissertation consists of nine chapters. This chapter has outlined a brief introduc-

tion to optical burst switching as well as the research objectives. Chapter 2 provides a survey

of the current literature on the fundamental issues in optical burst switching, such as network

architecture, burst assembly, routing and wavelength assignment, edge scheduling, signaling,

channel scheduling, contention resolution, and quality of service. Chapter 3 proposes the con-

cept of burst segmentation for contention resolution. Chapter 4 adopts the concept of burst

segmentation, wavelength conversion, and optical buffering for scheduling arriving bursts on

to outgoing data channels. Chapter 5 addresses the QoS issues while implementing priori-

tized burst segmentation with deflection routing. Chapter 6 proposes an another approach of

providing QoS using composite burst assembly at the edge nodes. Both chapters 5 and 6

introduce many new QoS policies and also give the simulation results for each of the policies.

An analytical loss model is also developed for both the prioritized burst segmentation and the

composite burst assembly techniques. Chapter 7 provides QoS support in OBS networks us-

ing different threshold-based assembly policies. Chapter 8 describes a generalized signaling

framework for OBS networks and proposes a new hybrid intermediate node-initiated (INI)

signaling technique. INI is also extend to provide QoS using the differentiated intermediate

node-initiated (DINI) signaling technique. Chapter 9 concludes the dissertation and identifies

the possible areas of future work.



CHAPTER 2

OPTICAL BURST SWITCHING - A SURVEY

2.1 Introduction

Optical burst switching has been receiving attention as one of the most promising technolo-

gies to carry the next-generation optical Internet. Optical burst switching combines the ad-

vantages of optical circuit switching and optical packet switching, while overcoming their

shortcomings. In OBS networks, the control plane and the data plane are separated, and the

signaling is done out-of-band. Hence, the control plane can be electronic while the data plane

is all-optical, making OBS practical to implement with current state of the art optical device

technology.

The objective of this chapter is to provide a detailed survey of the OBS literature. We

first start by understanding the architecture and then understanding the different functionality

of each of the components in OBS. The following is the outline of this chapter. In Section 2.2

we describe the OBS network architecture, the edge node architecture, and the core node

architecture. In Section 2.3, Section 2.4, and Section 2.5, we discuss the fundamental func-

tionality of the edge nodes, such as burst assembly, routing and wavelength assignment, and

edge scheduling. In Section 2.6, Section 2.7, and Section 2.8, we discuss the fundamental

functionality of the core nodes, such as signaling, channel scheduling, and contention resolu-

tion. In Section 2.9, we provide an overview of all the existing techniques for providing QoS

support in an OBS network.

13
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Figure 2.1. OBS Network Architecture

2.2 OBS Network Architecture

In optical burst switched networks, bursts of data consisting of multiple packets are

switched through the network all-optically. A control message (or header) is transmitted

ahead of the burst in order to configure the switches along the burst’s route. The data burst

follows the header without waiting for an acknowledgment that resources have been reserved

and switches have been configured along the path.

Fig. 2.1 shows a OBS network. It consists of edge nodes and core nodes. An OBS

network consists of optical burst switches interconnected with WDM links. An optical burst

switch transfers a burst coming from an input port to its destination output port. Depending

on the switch architecture, the node may or may not be equipped with optical buffering. The

fiber links carry multiple wavelengths, and each wavelength can be seen as a channel. The

control packet associated with a burst may also be transmitted in-band over the same channel

as data, or on a separate control channel.

The edge routers assemble the electronic input packets into an optical burst, which is

sent over the OBS core. The source edge router is referred to as the ingress node, and the

destination edge router is referred to as the egress node. The ingress edge node assembles
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Figure 2.2. OBS functional diagram.

incoming packets from the client terminals into bursts. The assembled bursts are transmitted

all-optically over OBS core routers without any storage at intermediate nodes within the core.

The egress edge node, upon receiving the burst, disassembles the bursts into packets and

forwards the packets to the destination client terminals. Basic architectures for core and edge

routers in an OBS network have been studied in [28, 29, 30]. In this section, we will describe

the edge and core node architecture, while the different functional components of an OBS

network, as depicted in Figure 2.2, are described in the following sections.

In the network architecture, we assume that each node can support both new input

traffic as well as all-optical transit traffic. Hence, each node consists of both a core router and

an edge router, as shown in Fig. 2.3(a) and Fig. 2.3(b).

The core routers (Fig. 2.3(a)) primarily consist of an optical cross connect (OXC)

and a switch control unit (SCU). The SCU creates and maintains a forwarding table and is

responsible for configuring the OXC [31]. When the SCU receives a BHP, it identifies the

intended destination and consults the router signaling processor to find the intended output

port. If the output port is available when the data burst arrives, the SCU configures the OXC

to let the data burst pass through. If the port is not available, then the OXC is configured

depending on the contention resolution policy implemented in the network. In general, the

SCU is responsible for header interpretation, scheduling, collision detection and resolution,
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forwarding table lookup, switching matrix control, header rewrite, and wavelength conversion

control. In the case of a data burst entering the OXC before its control packet, the burst is

simply dropped (referred to as early burst arrival problem).

The edge router (Fig. 2.3(b)) performs the functions of pre-sorting packets, buffering

packets, aggregating packets into burst, and de-aggregating bursts into its constituent pack-

ets. Different burst assembly policies, such as a threshold policy or a timer mechanism can

be used to aggregate bursty data packets into optical bursts and to send the bursts into the

network. The architecture of the edge router consists of a routing module (RM), a burst as-

sembler (BA), and a scheduler. The RM selects the appropriate output port for each packet

and sends each packet to the corresponding BA module. Each BA module assembles bursts

consisting of packets which are headed for a specific egress router. In the BA module, there

is a separate packet queue for each class of traffic. The scheduler creates a burst based on

the burst assembly technique and transmits the burst through the intended output port. At the

egress router, a burst disassembly module disassembles the bursts into packets and send the

packets to the upper network layers.

Some researchers have also proposed a more centralized OBS architecture, referred

to as wavelength-routed optical burst switching (WR-OBS) [32]. A WR-OBS network com-

bines the functions of OBS with fast circuit switching by dynamically assigning and releasing

wavelength-routed lightpaths over a bufferless optical core. The potential advantages of this

architecture compared to conventional OBS are explicit QoS provisioning. The benefits com-

pared to static wavelength-routed optical networks (WRONs) are fast adaptation to dynamic

traffic changes in optical networks and more efficient utilization of each wavelength channel.

In a WR-OBS network, a centralized request server is responsible for reserving re-

sources for different connection request across the network. Each ingress node sends their

connection request to the request server, where the requests are queued in based on their des-

tination egress node and QoS class. The centralized server performs resource allocation based

on its global knowledge of the status of every wavelength on every link in the entire network.
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The centralized request server is responsible for processing each individual connection re-

quest, calculating a route from the source of the request to the corresponding destination, and

also reserving the requested number of wavelengths on every link along the path of the con-

nection. The ingress edge node begins data transmission only after it receives a confirmation

message from the request server. The authors of WR-OBS claim that this design improves

the network throughput; but the centralized nature of the design is not very scalable.

In the following section, we discuss the edge node issues of burst assembly, routing

and wavelength assignment, and edge scheduling.

2.3 Burst Assembly

Burst assembly is the process of aggregating and assembling input packets from the higher

layer into bursts at the ingress edge node of the OBS network. The trigger criterion for the

creation of a burst is very important, since it predominantly controls the characteristic of the

burst arrival into the OBS core. There are several types of burst assembly techniques adopted

in the current OBS literature. The most common burst assembly techniques are timer-based

and threshold-based.

In timer-based burst assembly approaches, a burst is created and sent into the optical

network at periodic time intervals [33]. A timer-based scheme is used to provide uniform

gaps between successive bursts from the same ingress node into the core networks. Here, the

length of the burst varies as the load varies. In threshold-based burst assembly approaches, a

limit is placed on the maximum number of packets contained in each burst. Hence, fixed-size

bursts will be generated at the network edge. A threshold-based burst assembly approach

will generate bursts at non-periodic time intervals. Both timer and threshold approaches are

similar, since at a given constant arrival rate, a threshold value can be mapped to a timeout

value and vice versa, resulting in bursts of similar length for each case.

The primary burst assembly parameters to be considered are the timer value,
�

, the

minimum burst length, ������� , and the maximum burst length, ���
	�� . �
����� can be calculated
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based on the burst header processing time at each node and the ratio of the control channels

to the number of data channels in the fiber [28].

One problem in burst assembly is how to choose the appropriate timer and threshold

values for creating a burst in order to minimize the packet loss probability in an OBS network.

The selection of such an optimal threshold (or timer) value is an open issue. If the threshold

is too low, then bursts will be short, generating increased number of bursts in the network.

The higher number of bursts leads to a higher number of contentions, but the average number

of packets lost per contention is less. Also, there will be increased pressure on the control

plane to process the control packets of each data burst in an quick and efficient manner. If the

switch reconfiguration time is non-negligible then shorter bursts will lead to lower network

utilization due to the high switching time overhead for each switched (scheduled) burst. On

the other hand, if the threshold is too high, then bursts will be long, which will reduce the

total number of bursts injected into the network. Hence, the number of contention in the net-

work reduces compared to the case of having shorter burst, but the average number of packets

lost per contention will increase. Thus, there exists a tradeoff between the number of con-

tentions and the average number of packets lost per contention. Hence, the performance of an

OBS network can be improved if the incoming packets are assembled into bursts of optimal

length. The same argument is true in a timer-based assembly mechanisms. Figure 2.4 dis-

plays the effect of varying packet arrival rate on timer-based and threshold-based aggregation

techniques.

For the case in which packets have QoS restrictions, such as delay constraints, the

obvious solution is to implement a timer-based scheme. In [34], a timer-based burst assem-

bly scheme is considered for a connection-oriented wavelength-routed optical burst-switched

networks. The timer values are selected based on the end-to-end delay requirements of the

packets. On the other hand, if there is no delay constraint, a threshold-based scheme may be

more appropriate, since having fixed-sized bursts in the network reduces the loss due to burst

contentions in the network (variance in burst length is zero) [35].
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Figure 2.4. Effect of load on timer-based and threshold-based aggregation techniques.

Using both timeout and threshold together provides the best of both schemes, and

burst generation is more flexible than having only one of the above. By calculating the opti-

mum threshold value, calculating the minimum burst length, and using a timeout value based

on the packet’s delay tolerance, we can ensure that we have minimum loss while satisfying

the delay requirement.

In [36], the authors study the effect of different assembly schemes on TCP traffic.

Through simulations the authors conclude that an adaptive TCP-based assembly, based on the

arrival rate of TCP flows, performs better that the traditional fixed burst assembly schemes in

terms of good-put and data loss rate.

The burst assembly technique adopted at the edge node has an impact on the signaling

technique implemented in the core. Most signaling techniques need to know the length of the

burst, the arrival time of the burst, or both in order to efficiently reserve resources in the

core. For example, In JET [19], the signaling scheme needs to know both the arrival time

and the length of the burst in advance. While in JIT [37, 38], no information about the burst
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is necessary, since the core resources are reserved in a greedy manner, leading to wastage

of bandwidth at the cost of simplicity. One of the primary disadvantages of the traditional

burst assembly techniques is that the signaling for resources in the core network can only be

initiated after the entire burst is assembled.

In [39], a prediction-based assembly technique was proposed, in which the threshold

value (or the timer value) of the next burst is predicted ahead of time based on the incoming

traffic rate. Using the predicted burst length, the BHP can be sent into the core network before

the actual creation of the burst, so as to reserve the resources in the OBS core; thereby, saving

on the burst assembly delay. The predicted value can be used for dynamically setting the

threshold value (or timer value) for the next burst. The authors proposed a linear prediction

method to predict the next burst length based on traffic correlations. The advantage of the

prediction-based assembly is that the signaling and assembly can be done is parallel, thus

saving on the assembly delay.

During burst assembly, the arriving higher-layer packets are stored in packet queues

based on their destination and QoS class. After the burst creation criteria is satisfied, the cor-

responding burst is created and sent into the core network. Hence, we can see that the packet

arrival characteristics and the packet length distribution strongly affect the corresponding

burst arrival characteristics and the burst length distribution. There has been much debate

as to the impact of burst assembly on the burstiness of the incoming packet traffic. It is be-

lieved that burst assembly reduces the degree of self-similarity of the input packetized traffic

(smoothing effect). Note that traffic is considered to be self-similar if the arrival process is

bursty at any given time scale. Traditional Poisson traffic exhibits burstiness only at smaller

time scales, but approaches a constant arrival rate when considered along longer or infinite

time scales. In general, it is easier to handle smoother traffic (Poisson) as compared to bursty

traffic (self-similar).

The authors in [40, 41, 42] claim that burst assembly only changes the short range

dependency of the input packetized traffic, but the long range characteristic on the packet
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traffic remains unchanged. This result contradicts the previous result presented in [43], where

the authors investigate timer-based approaches for burst assembly under self-similar packet

arrival patterns and show that the burst assembly mechanism reduces the self-similar charac-

teristics of the traffic in the optical backbone.

From [40, 41, 42], the authors claim that, for a timer-based assembly scheme with

a fixed burst inter-arrival distribution (
�

), the burst length distribution is Gaussian. Also,

for a threshold-based assembly-scheme with a fixed burst length distribution ( � � 	 � ), the

burst inter-arrival distribution is Gaussian. However, the authors also mention that, although

the short range dependency has a smoothing effect, timer-based and threshold-based burst

aggregation techniques cannot reduce the long range dependency in a traffic process. Through

simulations, the authors of [40, 41] show that the correlation structure at large to infinite time

scales still does not change.

To the best of our knowledge, there is no existing work which investigates the optimal

burst length for minimizing packet losses in the optical core. In Chapter 7, we present some

results indicating the presence of an optimal burst length in a network given specific load

vales.

During burst assembly, the ingress node pre-sorts and schedules the incoming packets

into electronic input buffers according to each packet’s QoS class and destination address.

The packets are then aggregated into bursts that are stored in the output buffer. Since a

separate packet buffer is required for each packet class and each destination, the limit on the

maximum number of supported packet class is determined by the maximum electronic packet

buffer size and the maximum number of packet queues at each ingress node.

A more complicated situation arises when packets arriving to an ingress node are of

different classes. In this case, packets must be assembled into bursts, and priorities assigned

to bursts in a manner which will enable the optical core to provide different levels of service

to each class of packets. The choice of a single burst assembly mechanism for all classes

of traffic may be inappropriate. A threshold-based scheme or a timer-based scheme with a
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high timer value may lead to unacceptable delays for packet classes with delay constraints,

while non-optimal burst lengths may lead to higher loss for packets with loss constraints. In

Chapter 6, we investigate a novel approach to burst assembly, referred to as composite burst

assembly. In composite burst assembly, packet of different classes with different QoS require-

ments may be assembled into a single burst. We have found that composite burst assembly

techniques can provide different levels of service for packets of different classes within the

same burst if appropriate contention resolution mechanisms are implemented within the opti-

cal core. In Chapter 7, we investigate a differentiated burst assembly technique for supporting

different classes of traffic. In differentiated burst assembly, burst types are defined based on

packet QoS requirements. Each burst type is then assembled using an appropriate assembly

mechanism to ensure QoS requirements. The timer value is decided based on the end-to-end

delay constraint of the constituent packets, and the threshold values is set to the optimal burst

length for a given load range.

2.4 Routing and Wavelength Assignment

Routing is one of the fundamental aspects of any transport technology. In the current liter-

ature, most of the OBS researchers assume fixed source routing. The hop-by-hop routing

followed in IP networks is not suitable due to the long per-hop route computation duration.

Also, most of the literature assumes that a fixed shortest path is calculated at the source to

the destination. The shortest path can be based on either the shortest physical distance path

in the case of a strict delay constraint, or the minimum hop path in the case of a strict loss

constraint.

Multi-protocol label switching (MPLS) proposed by the IETF can be adopted for

routing in OBS networks. In MPLS-based OBS routing, each burst header packet (BHP) is

assigned a label based on the mapped forward equivalent class (FEC) at the source edge node.

The intermediate nodes switch the burst based on the assigned labels to the intended destina-

tion [21, 22, 38, 44]. Such a label-switched optical burst-switching technique is referred to as

labeled optical burst switching (LOBS).
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Fixed source routing goes hand in hand with MPLS, since it is possible to pre-assign a

single label along the entire switched path. The disadvantage of a labeled switched approach

is during link or node failures. All the traffic on the path will be lost unless the concerned

node at the failure point is updated with the new path information that is calculated around the

point of failure. In order to handle a link or a node failure, several protection and restoration

techniques have been extensively studied for wavelength-routed optical networks [45, 46, 47,

48, 49, 50, 51, 52, 53]. Recently, a few solutions for handling link failure in an OBS network

have been proposed. In [54], the standard 1+1 protection scheme is adopted for handling

failure in an OBS network. In [55, 56], the authors evaluate fast protection and restoration

techniques for OBS networks. [57, 58] investigate several rerouting algorithms using ILPs for

providing load-balanced link-disjoint alternate paths for each specific link failure in a Labeled

OBS network.

In optical burst-switched networks, data loss may occur when bursts contend for net-

work resources. There have been several proposed solutions to resolve contentions in order to

minimize data loss (details can be found in Section 2.8). These localized contention resolution

techniques react to contention, but do not address the more fundamental problem of conges-

tion. Hence, there is a need for network-level contention avoidance using load-balanced rout-

ing techniques in order to minimize data loss. In [59], two dynamic congestion-based load

balanced routing techniques are proposed to avoid congestion. The Congestion-Based Static-

Route Calculation technique pre-computes two link-disjoint route for each source-destination

pair and dynamically selects one of the routes based on the current congestion along the two

paths. In the Least-Congested Dynamic Route Calculation technique, a least-congested route

is calculated dynamically at periodic intervals. The simulation results show that the proposed

contention avoidance techniques improve the network utilization and reduce the data loss. In

[60, 61], the authors investigated a similar load-balancing routing approach using adaptive

alternate path routing and concluded with similar observations as [59].
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The assignment of a specific wavelength for each arriving burst can be done in one of

two approaches. In the first approach, the burst is assigned the same wavelength along the

entire path from the source to its destination, imposing the wavelength-continuity constraint

along the entire path. One of the primary disadvantages of this approach is the increased

burst loss due to the unavailability of the chosen wavelength through the entire path. Such an

approach is particularly useful if the OBS network does not support all-optical wavelength

converters at the core nodes or in the case of the WR-OBS network [32], in which the cen-

tralized request scheduler performs both the routing and wavelength assignment.

In the second approach, the wavelength-continuity constraint is not enforced with the

assumption that each OBS node has wavelength conversion capability (all-optical wavelength

converter). In this approach, each OBS node can assign a different outgoing wavelength to

every arriving burst based on the set of available wavelengths. Most of the existing literature

assumes all-optical wavelength converter at each OBS node [21, 10, 28]. We discuss in-detail

the issue of selecting an outgoing wavelength for an arriving burst in Sections 2.5 and 2.7.

An important concern during routing and wavelength assignment in OBS networks is

the fairness of loss experienced by data transmission on longer versus shorter paths. There

has been some effort to provide fairness based on different path lengths.

The offset time of a burst reduces as the burst travels through the network, leading

to higher blocking probability at the end of long routes. In [62], an algorithm ranks bursts

based on how many network resources they have already consumed and how close they are to

their destinations, and uses this ranking to implement a preemptive priority regime. Through

simulation, the authors conclude that this algorithm produces substantial reduction in the

blocking probability of the OBS network.

In [63], the authors suggest increasing the offset time between the BHP and the data

burst at every hop as the burst travels from the source to its destination. By increasing the off-

set time at every hop, the burst has a higher probability of being successfully reserved at the
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next hop along the path. The side-effect of this scheme is additional per-hop delay penalty in-

curred in the burst transmission. The paper [64] also presents an approach to provide fairness

based on providing additional offset in OBS networks. The authors present a link scheduling

state-based offset selection (LSOS) scheme to solve the fairness problem.

The authors of [65] propose a parallel reservation technique in which bursts of longer

hop-length paths can be scheduled on any of the available wavelengths at an OBS node, while

bursts of shorter hop-length paths can be scheduled on a limited subset of wavelengths.

2.5 Edge Scheduling

Once a burst is assembled, it must be scheduled for transmission over the optical core in

a manner which satisfies the QoS requirements of the packets contained in the burst. This

problem is referred to as the edge scheduling problem. In most of the existing literature on

optical burst switching, a burst is assumed to be transmitted as soon as the burst is assembled

at the ingress node [66, 43]. However, in an optical burst-switched network, it is possible

that the output port may be occupied by another burst originating at the same ingress node, or

the output port may be occupied by an optical transit burst originating at a different ingress

node. In this case, transmitting a new burst when the output port is busy would result in a

contention. In edge scheduling, once a burst is created, it is placed in an output burst queue

corresponding to the burst’s priority and desired output port. The output port can either be

occupied or available, and there may be multiple bursts waiting for the same output port. The

problem is first to decide whether or not to preempt the currently serviced burst, if any, which

is occupying the output port. If the current burst is preempted or if the output port is idle, the

problem is then to select one of the waiting bursts to transmit.

Edge scheduling can be viewed as the problem of sending the created bursts into the

core such that the loss, delay, and bandwidth constraints of each class are met. Edge schedul-

ing is similar in some respects to traditional packet scheduling in IP routers and switches.

In IP networks, packets are transported in a store-and-forward manner, with packets being
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sorted into prioritized buffers at each node, waiting to be scheduled for transmission. Similar

to IP networks, in an optical burst-switched network, the created bursts will be sorted at the

ingress node according to output port. However, in IP networks, each output port is normally

associated with a static point-to-point transmission link. Hence, in the case of a contention

at the source, where the intended output port is occupied by a transit burst of Priority
� � , the

edge scheduling policy has to take into account the relative priorities of each new burst versus
� � . To guarantee QoS of packet classes, the mapping between burst priorities and burst types

is an important issue in OBS networks.

The IP QoS literature is rich with packet scheduling policies [67]. It may be possible

to adapt these policies for optical burst-switched networks. We assume that once bursts are

created, they are placed in a prioritized burst queue corresponding to the appropriate output

port. Following are possible burst scheduling approaches derived from existing IP scheduling

approaches.

� First-Come-First-Served (FCFS): Bursts are served in the same order that they are cre-

ated.

� Priority queuing (PQ): Each prioritized burst queue is a FCFS queue. A burst is sched-

uled to an output port only if all burst queues of higher priority are empty.

� Round Robin (RR): Burst are assigned a priority and are placed in separate prioritized

burst queue. One burst from each queue is sent into the network in a round robin fashion

[68].

� Weighted Round Robin (WRR): Each prioritized burst queue is served in a round-robin

order. In each round, the number of bursts sent depends on the weight assigned by the

policy. The weight may be assigned based on bandwidth requirements or based on the

burst priority. This is similar to Class Based Queuing (CBQ).

� Waiting Time Priority (WTP): Bursts are assigned a priority and are placed in separate

prioritized burst queues. The priority of a burst is initially calculated based on the QoS
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requirements of the burst’s packets, and the priority increases with waiting time. The

scheduler chooses the burst at the head of the queue with the highest priority, and sends

this burst into the core.

� Class Based Queuing (CBQ): This approach is a variation of priority queuing. CBQ

is based on the notion of controlled link sharing, and is designed to avoid resource

denial to a particular class of service. Bursts are assigned a priority and placed in

separate prioritized burst queues. We can define the service preference for each of the

queues and the amount of queued traffic in bytes to be transmitted from each queue

on each service rotation. For each service rotation, the appropriate amount of traffic

is transmitted from each queue. In the case of empty queues, the other queues can

”borrow” the unused bandwidth based on the ”borrow” attribute value for that queue.

Hence, CBQ provides a graceful method of preempting the prioritized queues, thereby

avoiding resource denial and resource starvation.

Most of the above discussed edge scheduling algorithms do not consider the status

of the core network. In [69], a pro-active scheduling algorithm referred to as burst overlap

reduction algorithm (BORA) is proposed. The idea behind BORA is based on the observation

that if the total number of simultaneously arriving bursts at an output port exceeds the number

of channels at that port, burst loss will be inevitable. Thus, if we can reduce the total number

of simultaneously arriving bursts from a given source at each port, it is likely that the burst

loss will be reduced. BORA tries to pro-actively avoid burst contention at remote (down-

stream) nodes. The basic idea is to serialize the bursts on outgoing links to reduce the burst

overlapping degree (and thus burst contention and burst loss at downstream nodes). This can

be accomplished by judiciously delaying locally assembled bursts beyond the pre-determined

offset time using the electronic memory available at the ingress nodes. The results show that

the loss rate of BORA is much lower than the loss in existing algorithms. The biggest side-

effect of BORA is that it introduces significant delay during the serialization of the bursts.
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So far we have discussed all the functionality performed at the OBS edge nodes. In

the following sections we will discuss the functionality of the core nodes, such as signaling,

channel scheduling, and contention resolution.

2.6 Signaling

Signaling and reservation is one of the fundamental criteria upon which OBS can be differ-

entiated from other all-optical transport technologies. OBS adopts an out-of-band signaling

technique in which the burst header packet is sent ahead of the data burst by an offset time.

When a burst is transported over the optical core, a signaling scheme must be imple-

mented in order to allocate resources and to configure optical switches at each node. The

signaling may either be implemented in-band, in which a control message, or a burst header,

is transmitted on the same wavelength as the data burst, or out-of-band, in which the burst

header is transmitted on a separate wavelength from the data burst.

After the header is transmitted, the source node may either wait for an acknowledg-

ment before transmitting the data burst, or the source node may transmit the data burst with-

out first receiving an acknowledgment. The method in which the source node waits for an

acknowledgment is referred to as tell-and-wait (TAW). In TAW the resources are guaranteed

to be reserved; however, the end-to-end delay may be higher due to the additional time spent

waiting for an acknowledgment.

When the source node does not wait for an acknowledgment, the data burst will either

follow the header immediately, a signaling method referred to as tell-and-go (TAG), or the

data burst will follow the header after some offset time (see Fig. 2.7), a signaling method

referred to as just-enough-time (JET).

In this section, we will develop a generalized signaling framework and also describe

the individual OBS signaling protocols.
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2.6.1 Generalized Signaling Framework

Signaling is a critical aspect that can significantly affect the performance of a network. For

OBS networks, signaling is even more important, since the core is (usually) bufferless and

any contention for resources during signaling can lead to data loss. In this section, we aim

to develop a generalized signaling framework, which can aid in the careful evaluation of all

design parameters before opting for a particular signaling technique, given the requirements

of the data to be transmitted. We first look at the different design parameters that affect the

performance of a signaling technique.

- One-way or Two-way: The connection setup phase of any signaling technique can be

either one-way or two-way. In one-way based signaling, the source sends out a control

packet requesting the intermediate nodes in path to allocate the necessary resources for



31

the data burst. No acknowledgment message is sent back to the source notifying the

source of the success or failure of the resource reservation. The primary objective of

the one-way based signaling techniques is to minimizes the end-to-end data transfer

latency (delay). Unfortunately, this objective leads to high data loss due to contention

of data bursts.

Two-way based signaling techniques are acknowledgment-based, where the request for

a resource is sent from the source to the destination. The acknowledgment message

confirming a successful assignment of requested resources is sent back from the desti-

nation to the source. The data burst is transmitted only after a connection is established

successfully. If any of the intermediate nodes in the path are busy, then the request is

blocked. That particular intermediate node takes suitable actions to release all the pre-

viously reserved links (if any), and also transmits a failure message back to the source.

The source can choose to retry or drop the request. The primary objective of the two-

way based technique is to minimize packet loss, but such an objective leads to high data

transfer delay due to the round-trip delay during connection setup.

- Source Initiated or Destination Initiated Reservation: A signaling technique can initi-

ate reserving the requested resources at the source or at the destination. In the source

initiated reservation (SIR) technique, the resources are reserved in the forward path

from the source to the destination. If the resource allocation is successful in the for-

ward direction, an acknowledgment message containing the reserved wavelength is sent

back to the source. The source, upon receiving the resource confirmation, transmits the

burst into the core network. In a destination initiated reservation (DIR) technique, the

source transmits a resource request to the destination node, this request collects wave-

length availability information on every link along the route. Based on the collected

information, the destination node will choose an available wavelength (if such exists),

and send a reservation request back to the source node, through the intermediate nodes,

to reserve the chosen wavelength. The primary cause of blocking (or data loss) in SIR
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is due to the lack of free resources, while in DIR, the loss is due to outdated information

[70, 71].

- Persistent or Non-persistent: One critical decision that each signaling technique needs

to make is either to wait for a blocked resource (until if becomes free) or immediately

indicate that there is a contention and initiate suitable connection failure mechanisms

such as re-transmission, deflection, and buffering. In a persistent approach, waiting

for blocked resource and assigning the wavelength results in minimum loss, assuming

that suitable buffers are provisioned at the nodes (edge and core), so as to store the

incoming bursts. In the non-persistent approach, the objective is to have a bound on the

delay (minimize round trip delay); hence the node declares the request to be a failure

if the resource is not available immediately, and implements appropriate contention

resolution techniques.

- Immediate Reservation or Delayed Reservation: Based on the duration of the reserva-

tion on the channel, the signaling techniques can be categorized as immediate reser-

vation or delayed reservation. In the immediate reservation technique, the channel is

reserved immediately from the instant that the setup message (BHP) reaches the node.

On the other hand, in a delayed reservation technique, the channel is reserved from

the actual arrival instant of the data burst at that node (or link). In order to employ

delayed reservation, the BHP must carry the offset time between itself and its cor-

responding data burst. For example, the just-in-time (JIT) signaling technique uses

immediate reservation, while the just-enough-time (JET) signaling technique adopts

delayed reservation. In general, immediate reservation is simple and practical to imple-

ment, but incurs higher blocking due to inefficient bandwidth allocation. On the other

hand, implementation of delayed reservation is more involved, but leads to higher band-

width utilization. Delayed reservation techniques also leads to the generation of idle

voids between the scheduled bursts on the data channels. Scheduling algorithm used

during reservation will need to store additional information about the voids. Based on
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that information, the scheduler must assign a wavelength to the reservation request.

Delayed reservation and immediate reservation can be incorporated into any signaling

technique, if the underlying node maintains the relevant information.

- Explicit Release or Implicit Release: An existing reservation can released in two ways,

either implicitly or explicitly. In an explicit release technique, a separate control mes-

sage is sent following the data burst, from the source towards the destination, in order

to release or terminate an existing reservation. On the other hand, in an implicit release

technique, the control message (BHP) has to carry additional information such as the

burst length and the offset time. We can see that the implicit release technique results

in better loss performance, due to the absence of any delay between the actual ending

time of the burst and the arrival time of the release control message at each node. On

the other hand, the explicit release technique results in lower bandwidth utilization and

increased message complexity.

Based on the reservation and release mechanisms (Fig. 2.6), the signaling techniques

can be categorized into four categories, Immediate Reservation / Explicit Release , Im-

mediate Reservation / Implicit Release, Delayed Reservation / Explicit Release , and

Delayed Reservation / Implicit Release [38, 72]. Immediate reservation and explicit re-

lease indicates that an explicit control message is sent in order to perform the intended

functionality, such as reserving a channel or releasing a connection. In delayed reser-
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vation, the out-of-band BHP needs to carry the offset time, and in the case of implicit

release, the duration of the data burst (in addition to the offset time). We can easily

observe that techniques employing delayed reservation and implicit release result in

higher bandwidth utilization, while the techniques employing immediate reservation

and explicit release are simple to implement at the expense of lower bandwidth utiliza-

tion.

- Centralized or Distributed: In a centralized signaling technique, as proposed by [32], a

dedicated centralized request server is responsible for setting up the route and assigning

the wavelength on each route for every data burst for all source-destination pairs. The

centralized technique may perform more efficiently when the network is small and

the traffic is non-bursty. On the other hand, in distributed signaling techniques, each

node has a burst scheduler that assigns an outgoing channel for each arriving BHP in a

distributed manner. The distributed approach is suitable of large optical networks and

for bursty data traffic.

The objective of having a generalized signaling framework is that we can catego-

rize each signaling technique based on the parameter selections made and the corresponding

performance of the technique can be deduced. Two prominent signaling techniques for a

bufferless OBS network are Tell-and-Wait (TAW) and Just-Enough-Time (JET). In both of

these techniques, a BHP is sent ahead of the data burst in order to configure the switches

along the burst’s route. We now describe these two signaling techniques.

2.6.2 Just-Enough-Time (JET)

Figure 2.7 illustrates the JET signaling technique. As shown, a source node first sends a burst

header packet (BHP) on a control channel toward the destination node. The BHP is processed

at each subsequent node in order to establish an all-optical data path for the corresponding

data burst. If the reservation is successful, the switch will be configured prior to the burst’s
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Figure 2.7. Just-Enough-Time (JET) signaling technique.

arrival. Meanwhile, the burst waits at the source in the electronic domain. After a predeter-

mined offset time, the burst is sent optically on the chosen wavelength [10]. The offset time

is calculated based on the number of hops from source to destination, and the switching time

of a core node. Offset time is calculated as � � ���������
	 � , where � is the number of

hops between the source and the destination, � is the per-hop burst header processing time,

and 	 � is the switching reconfiguration time. If at any intermediate node, the reservation is

unsuccessful, the burst will be dropped. The unique feature of JET when compared to other

one-way signaling mechanisms is delayed reservation and implicit release.

The information necessary to be maintained for each channel of each output port of

every switch for JET comprises of the starting and the finishing times of all scheduled bursts,

which makes the system rather complex. On the other hand, JET is able to detect situations
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Figure 2.8. Comparison of (a) JET and (b) JIT based signaling.

where no transmission conflict occurs, although the start time of a new burst may be earlier

than the finishing time of an already accepted burst, i.e. a burst can be transmitted in between

two already reserved bursts. Hence, bursts can be accepted with a higher probability in JET.

There are other closely related one-way based signaling techniques, such as Tell-and-

Go (TAG) and Just-in-Time (JIT). In the TAG approach, the data burst must be delayed at

each node in order to allow time for the burst header to be processed and for the switch to be

configured, instead of pre-determining this duration at the source and incorporating the delay

in the offset time. This delay requires the use of fiber delay lines (FDL), which consist of

loops of optical fiber. The propagation delay in the FDL is the amount of time for which the

data burst will be delayed.

JIT is similar to JET except that JIT employs immediate reservation and explicit re-

lease instead of delayed reservation and implicit release. Fig. 2.8(a) and (b) compares a

similar signaling scenario using JET and JIT, respectively. An architectural framework for

implementing various JIT schemes is presented in [38]. The primary benefit of using these

one-way based techniques is the minimized end-to-end delay for data transmission over an

optical backbone network, at the cost of high packet loss due to data burst contentions for

resources at the bufferless core network.
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2.6.3 Tell-and-Wait (TAW)

Figure 2.9 illustrates the TAW signaling technique. In TAW, the “SETUP” BHP is sent along

the burst’s route to collect channel availability information at every node along the path. At

the destination, a channel assignment algorithm is executed, and the reservation period on

each link is determined based on the earliest available channel times of all the intermediate

nodes. A “CONFIRM” BHP is sent in the reverse direction (from destination to source),

which reserves the channel for the requested duration at each intermediate node. At any node

along the path, if the required channel is already occupied, a “RELEASE” BHP is sent to the

destination to release the previously reserved resources. If the “CONFIRM” packet reaches

the source successfully, then the burst is sent into the core network.

Also, since TAW is similar to wavelength-routed networks, the channel can be re-

served in the forward direction as in source initiated reservation (SIR) or in the reverse di-

rection from the destination back to the source as in destination initiated reservation (DIR)

[71, 70]. TAW in OBS is different from wavelength-routed WDM networks in the sense that

in TAW, resources are reserved at any node only for the duration of the burst. Also, if the

duration of the burst is known during reservation, then an implicit release scheme can be

followed to maximize bandwidth utilization.

All the protocols discussed above are one-way signaling techniques except TAW,

which is a two-way signaling technique. If we compare TAW and JET, the disadvantage

of TAW is the round-trip setup time, i.e., the time taken to set up the channel; however in

TAW the data loss is very low. Therefore TAW is good for loss-sensitive traffic. On the other

hand, in JET, the data loss is high, but the end-to-end delay is less than TAW. In TAW, it takes

three times the one-way propagation delay from source to destination for the burst to reach

destination, whereas in the case of JET, the delay is just the sum of one one-way propagation

delay and an offset time. There is no signaling technique that offers the flexibility in both

delay and loss tolerance values.
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2.7 Channel Scheduling

Another type of scheduling in optical burst-switched networks is channel scheduling. In

channel scheduling, multiple wavelengths are available on each link, and the problem is to

assign an incoming burst to an appropriate channel or wavelength on the outgoing link. In this

problem, all-optical wavelength conversion is assumed to be available at each node, and the

scheduling occurs at intermediate core nodes as well as ingress nodes. The primary objective

in this type of scheduling is to minimize the “gaps” in each channel’s schedule, where a gap

is the idle space between two bursts which are transmitted over the same output wavelength.

Channel scheduling in OBS networks is different from traditional IP scheduling. In IP, each

core node stores the packets in electronic buffers and schedules them on the desired output

port. In OBS, once a burst arrives at a core node, it must be sent to the next node without

storing the burst in electronic buffers. We assume that each OBS core node supports full-

optical wavelength conversion.

When a BHP arrives at a core node, a channel scheduling algorithm is invoked to

assign the unscheduled burst to a data channel on the outgoing link. The channel scheduler

obtains the burst arrival time and duration of the unscheduled burst from the BHP. The al-

gorithm may need to maintain the latest available unscheduled time (LAUT) or the horizon,

gaps, and voids on every outgoing data channel. Traditionally, the LAUT of a data channel

is the earliest time at which the data channel is available for an unscheduled data burst to be

scheduled. A gap is the time difference between the arrival of the unscheduled burst and end-

ing time of the previously scheduled burst. A void is the unscheduled duration (idle period)

between two scheduled bursts on a data channel. For void filling algorithms, the starting and

the ending time for each burst on every data channel must also be maintained.

The following information is used by the scheduler for most of the scheduling algo-

rithms:
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- ��� : Unscheduled burst length duration.

- ����� : Unscheduled burst arrival time.

- � : Maximum number of outgoing data channels.

- ��� : Maximum number of data bursts scheduled on a data channel.

- 	 � : 
���
 outgoing data channel.

- ����� � � : LAUT of the 
 ��
 data channel, 
 � ����������������� , for non-void filling scheduling

algorithms.

- 	�� ��� ��� and  !� ��� �"� : Starting and ending times of each scheduled burst, # , on every data

channel, 
 , for void filling scheduling algorithms.

- $&%(' � : If the channel is available, gap is the difference between � ��� and ����� � � for

scheduling algorithms without void filling, and is the difference between �)��� and  � ��� ���
of previous scheduled burst, # , for scheduling algorithms with void filling. If the chan-

nel is busy, $&%*' � is set to � . Gap information is useful to select a channel for the case

in which more than one channel is free.

Data channel scheduling algorithms can be broadly classified into two categories:

with and without void filling. The algorithms primarily differ based on the type and amount of

state information that is maintained at a node about every channel. In data channel scheduling

algorithms without void filling, the ����� � � on every data channel 	 � , 
 � �+���,����������� , is

maintained by the channel scheduler. In void filling algorithms, the starting time, 	 � ��� �"� and

ending time,  -� ��� �"� are maintained for each burst on every data channel, where, 
 � �+���,����������� ,

is the 
 ��
 data channel and # � �+���,��������� ��� , is the # ��
 burst on channel 
 .

Let the initial data channel assignment for the channel scheduling algorithms with-

out void filling and with void filling be as shown in Fig. 2.10(a) and (b), respectively. In

Fig. 2.10(a), the ����� � � on every data channel 	 � , 
 � �+���,����������� , is maintained by the
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scheduler. In Fig. 2.10(b), the starting time, 	 � ��� ��� and the ending time,  -� ��� �"� , where 
 refer

to the 
 ��
 data channel and # is the # ��
 burst on channel 
 , are maintained for each burst on

every output data channel. In the following subsections, we will describe traditional non-

void filling scheduling algorithms, such as First Fit Unscheduled Channel (FFUC) and Latest

Available Unscheduled Channel (LAUC), and traditional void-filling scheduling algorithms,

such as First Fit Unscheduled Channel with Void Filling (FFUC-VF) and Latest Available

Unscheduled Channel with Void Filling (LAUC-VF).

2.7.1 First Fit Unscheduled Channel (FFUC):

The FFUC scheduling algorithm keeps track of the LAUT (or horizon) on every data channel.

A wavelength is considered for each arriving burst when the unscheduled time (LAUT) of the

data channel is less then the burst arrival time. The FFUC algorithm searches all the chan-

nels in a fixed order and assigns the first available channel for the new arriving burst. The

primary advantage of FFUC is the simplicity of the algorithm and that the algorithm needs to

maintain only one value ( � � � � � ) for each channel. The FFUC algorithm can be illustrated

in Fig. 2.11(a). Based on the � � � � � , data channels 	 � and 	 � are available for the duration

of the unscheduled burst. If the channels are ordered based on the index of the wavelengths

( 	�� , 	 � , ��� � , 	�� ), the arriving burst is scheduled on outgoing data channel 	 � . The time

complexity of the FFUC algorithm is �
���
	�� ��
 . The primary drawback of FFUC is the high

burst dropping probability as a trade-off for simplicity in scheduling. The following algo-

rithms aim at reducing the burst dropping probability at the expense of increased algorithm

complexity.

2.7.2 Horizon or Latest Available Unscheduled Channel (LAUC):

The LAUC or Horizon [21] scheduling algorithm keeps track of the LAUT (or horizon) on

every data channel and assigns the data burst to the latest available unscheduled data channel.

The LAUC algorithm can be illustrated in Fig. 2.10(a). Based on the ����� � � , data chan-
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Figure 2.11. Channel assignment after using (a) non void filling algorithms (FFUC and
LAUC), and (b) void filling algorithms (FFUC-VF and LAUC-VF).

nels 	 � and 	 � are available for the duration of the unscheduled burst. Also, we observe

that $&%(' � � $ %(' � ; thus, the arriving burst is scheduled on outgoing data channel with the

minimum gap, i.e., 	 � . The time complexity of the LAUC algorithm is �
���
	�� � 
 .

2.7.3 First Fit Unscheduled Channel with Void Filling (FFUC-VF):

The FFUC-VF scheduling algorithm maintains the starting and ending times for each sched-

uled data burst on every data channel. The goal of this algorithm is to utilize voids between

two data burst assignments. The first channel with a suitable void is chosen. The FFUC-VF
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algorithm is illustrated on Fig. 2.10(b). Based on the 	 ��� � and  ��� � , all the data channels 	 � ,
	 � , 	 � , and 	 � are available for the duration of the unscheduled burst. If the channels are

ordered based on the index of the wavelengths ( 	 � , 	 � , ��� � , 	�� ), the arriving burst is sched-

uled on outgoing data channel 	 � . If � � is the number of bursts currently scheduled on every

data channel, then a binary search algorithm can be used to check if a data channel is eligible.

Thus, the time complexity of the LAUC-VF algorithm is �
���
	�� � � � � 
 
 .

2.7.4 Latest Available Unscheduled Channel with Void Filling (LAUC-VF):

The LAUC-VF [73] scheduling algorithm maintains the starting and ending times for each

scheduled data burst on every data channel. The goal of this algorithm is to utilize voids

between two data burst assignments. The channel with a void that minimizes the gap is

chosen. The LAUC-VF algorithm is illustrated on Fig. 2.10(b). Based on the 	 ��� � and  ��� � , all

the data channels 	 � , 	 � , 	 � , and 	 � are available for the duration of the unscheduled burst.

Also, we observe that 	 � had the least gap $&%(' � ; thus, the arriving burst is scheduled on 	 � .

If � � is the number of bursts currently scheduled on every data channel, then a binary search

algorithm can be used to check if a data channel is eligible. Thus, the time complexity of the

LAUC-VF algorithm is �
���
	�� � � ��� 
 
 .

Recently, researcher have proposed several optimizations for the above described

scheduling algorithms. In [74], a Minimizing Voids Unscheduled Channel (MVUC) algo-

rithm proposes with the objective of minimizing voids generated by arriving bursts at each

core node. In the proposed scheduling algorithm, when the burst which has arrived at optical

core router at a certain time can be transmitted in some data channels by using the unused data

channel capacity, the MVUC algorithm selects the data channel in which the newly generated

void after scheduling the arriving burst becomes minimum. The authors conclude through

computer simulations that the MVUC performs better than LAUC-VF in terms data loss.

[75] proposes the Minimum Starting Void (Min-SV) algorithm for selecting channels

for incoming data bursts. The advantage of Min-SV is that it has the same scheduling cri-
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teria as LAUC-VF. However, the data structure of Min-SV is constructed by augmenting a

balanced binary search tree. By constructing this tree, Min-SV achieves a loss rate as low as

LAUC-VF and processing time as low as Horizon (LAUC).

The Look-ahead Window (LAW) [76] or a Group-based Scheduling algorithm [77],

takes advantage of the separation between the data bursts and the burst header packets (off-

set time). By receiving BHPs one offset time prior to their corresponding data bursts, it is

possible to construct a lookahead window. The authors believe that such a collective view

of multiple BHPs results in more efficient decisions with regard to which incoming bursts

should be discarded or reserved. Also, the use of FDLs for any lost time in the offset, due to

the creating of a window is suggested.

There has also been substantial work on scheduling using FDLs in OBS [28, 21,

78]. In Chapter 6.4, we described several scheduling algorithms that are based on burst

segmentation [79], with and without FDLs. We shown that our proposed algorithms can

achieve significantly lower loss than all the above scheduling algorithms [80, 81].

2.8 Contention Resolution

Since optical burst-switched networks provide connectionless transport, there exists the pos-

sibility that bursts may contend with one another at intermediate nodes. Contention will occur

if multiple bursts from different input ports are destined for the same output port at the same

time. This is a problem that commonly arises in packet switches, and is known as external

blocking. External blocking is typically resolved by buffering all but one of the contending

bursts. switch, techniques designed to address the contention (external blocking) problem

include optical buffering, wavelength conversion, and deflection routing. Whether these ap-

proaches will prove adequate to address the external blocking problem is still an open issue.

Below we look at each of these solutions.
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2.8.1 Optical Buffering

Typically, contention in traditional electronic packet-switching networks is implemented by

storing packets in random-access memory (RAM) buffers; however, RAM-like buffering is

not yet available in the optical domain. In optical networks, fiber delay lines (FDLs) [82, 83,

84, 85, 86] can be utilized to delay packets for a fixed amount of time. By implementing

multiple delay lines in stages [84] or in parallel [85], a buffer may be created that can hold a

burst for a variable amount of time. Some papers have investigated approaches for designing

larger buffers without a large number of delay lines [87, 88]. In [87], the buffer size is

increased by cascading multiple stages of delay lines. In [88], the buffer size is increased by

utilizing so called non-degenerate buffers in which the length of the delay lines may be greater

than the number of delay lines in the buffer. This approach yields lower data loss probabilities,

but does not guarantee the correct ordering of the packets. Note that, in any optical buffer

architecture, the size of the buffers is severely limited, not only by signal quality concerns,

but also by physical space limitations. To delay a single burst for 1 ms requires over 200 km

of fiber. Due to the size limitation of optical buffers, a node may be unable to effectively

handle high load or bursty traffic conditions. Wavelength controlled fiber loop buffers and

wavelength routing based photonic packet buffers are described in [89, 90].

Optical buffers are either single-stage, which have only one block of delay lines, or

multistage which have several blocks of delay lines cascaded together, where each block

contains a set of parallel delay lines. Optical buffers can be further classified into feed-

forward, feedback, and hybrid architectures [82, 91]. In a feed-forward architecture, each

delay line connects an output port of a switching element at a given stage to an input port

of another switching element in the next stage. In a feedback architecture, each delay line

connects an output port of a switching element at a given stage to an input port of a switching

element in the same stage or a previous stage. In a hybrid architecture, feed-forward and

feedback buffers are combined. According to the position of the buffers, packet switches are

essentially categorized into three major configurations: input buffering, output buffering, and
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shared buffering. In input buffering, a set of buffers is dedicated for each input port. In output

buffering, a set of buffers is dedicated for each output port. In shared buffering, a set of buffers

can be shared by all switch ports. Input buffering has poor performance due to head-of-line

(HOL) blocking. Output buffering and shared buffering can both achieve good performance

in any packet switch. However, output buffering requires a significant number of FDLs as

well as larger switch sizes. With shared buffering, on the other hand, all output ports can

access the same buffers. Therefore, it can be used to reduce the total number of buffers in a

switch while achieving a desired level of packet loss. In the optical domain, shared buffering

can be implemented with one-stage feedback recirculation buffering [82, 92, 7] or multistage

feed-forward shared buffering [83, 84, 86]. Furthermore, buffers can be either configured as

degenerate buffer (linear increment) or non-degenerate buffer (non-linear increment) [93, 88].

In addition to buffering bursts optically, it is also possible to buffer bursts electron-

ically. Electronic buffering can be accomplished by sending the bursts up to the electronic

switching or routing layer. The disadvantage of such an approach is that the network loses

transparency, and each node must have electronic switching or routing capabilities, resulting

in higher network costs and also requiring electronic memories which must keep up with the

speeds of optical networks. Furthermore, a greater load will be placed on the processing ca-

pabilities of the electronic switch or router. An alternative would be to implement electronic

buffers directly as a part of the optical switch itself. In this case each node would still re-

quire additional transmitters and receivers, and would need to be aware of the transmission

format of the bursts; however no additional electronic routing or switching capability would

be required. Delay lines may be acceptable in prototype switches, but are not commercially

viable.

2.8.2 Wavelength Conversion

In WDM, several wavelengths run on a fiber link that connects two optical switches. The

multiple wavelengths can be exploited to minimize contentions as follows. Let us assume that
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two bursts are destined to go out of the same output port at the same time. Both bursts can

still be transmitted, but on two different wavelengths. This method may have some potential

in minimizing burst contentions, particularly since the number of wavelengths that can be

coupled together onto a single fiber continues to increase. For instance, it is expected there

will be as many as 160-320 wavelengths per fiber in the near future.

Wavelength conversion is the process of converting the wavelength of an incoming

channel to another wavelength at the outgoing channel. Wavelength converters are devices

that convert an incoming signal’s wavelength to a different outgoing wavelength, thereby in-

creasing wavelength reuse, i.e., the same wavelength may be spatially reused to carry different

connections in different fiber links in the network. Wavelength converters offer a 10%-40%

increase in reuse values when wavelength availability is small [94].

In optical burst switching with wavelength conversion, contention is reduced by uti-

lizing additional capacity in the form of multiple wavelengths per link [95, 21]. A contending

burst may be switched to any of the available wavelengths on the outgoing link.

While optical wavelength conversion has been demonstrated in laboratory environ-

ments, the technology is not yet mature, and the range of possible conversions are somewhat

limited [96]. The following are the different categories of wavelength conversion:

� Full conversion: Any incoming wavelength can be shifted to any outgoing wavelength;

thus the is no wavelength continuity constraint on the end-to-end connection requests.

� Limited conversion: Wavelength shifting is restricted so that not all incoming channels

can be connected to all outgoing channels. The restricting on the wavelength shifting

will reduce the cost of the switch at the expense of increased blocking.

� Fixed conversion: This is a restricted form of limited conversion, wherein each incom-

ing channel may be connected to one or more pre-determined outgoing channels.
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� Sparse wavelength conversion: The networks may be comprised of a collection of

nodes having full, limited, fixed, and no wavelength conversion. There are many wave-

length conversion algorithms to minimize the number wavelength converters [97, 6,

98].

2.8.3 Deflection Routing

Deflection routing or hot-potato routing is ideally suited to switches that have little buffer

space. This approach of resolving contention is to route the contending bursts to an output

port other than the intended output port [99, 100, 101]. However, the deflected burst may

end up following a longer path to its destination. As a result, the end-to-end delay for a burst

may be unacceptably high. Also, packets will have to be re-ordered at the destination since

they are likely to arrive out of sequence. While deflection routing is generally not favored in

electronic packet-switched networks due to potential looping and out-of-sequence delivery of

packets, it may be necessary to implement deflection in all-optical burst-switched networks,

where buffer capacity is very limited, in order to maintain a reasonable level of packet losses.

However, before attempting to deploy deflection in all-optical burst-switched networks, a

comprehensive study is required in order to identify potential methods for overcoming some

of the limitations of deflection, and to determine whether or not these methods, along with

the potential benefits of deflection, are sufficient to justify implementation.

While deflection routing has been investigated for electronic and photonic packet-

switched networks [99, 100, 101], there is currently little work which applies deflection to

optical burst-switched networks.

In [99], hot-potato routing is compared to store-and-forward routing in a ShuffleNet.

[100] and [101] compare hot-potato and deflection routing in ShuffleNet and Manhattan

Street Network topologies. Since both the ShuffleNet and Manhattan Street Network are

two-connected (each node has an outgoing degree of two), the choice of the deflection output

port is obvious. When the nodal degree is greater than two, a method must be developed to
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select the alternate outgoing link when a deflection occurs. In [102], deflection routing is

studied in irregular mesh networks. Rather than choosing the deflection output port arbitrar-

ily, priorities are assigned to each output port, and the ports are chosen in the prioritized order.

In [103], deflection is studied together with optical buffering in irregular mesh networks with

variable-length packets. The nodes at which deflection can occur, as well as the options for

the deflection port, are limited in such a way as to prevent looping for the given network.

A general methodology for selecting loopless-deflection options in any arbitrary network is

given in [104, 92, 105].

The deflected bursts may end up following a longer path to the destination, leading

to higher end-to-end delay, and packets may also arrive at the destination out-of-order [99,

101, 100]. A combination of contention resolution techniques may be used to provide high

throughput, low delay, and low packet loss probability.

In deflection routing, a deflected burst typically takes a longer route to its destination,

leading to increased delay and a degradation of the signal quality. Furthermore, it is possible

that the burst may loop indefinitely within the network, adding to congestion. Mechanisms

must be implemented to prevent excessive path lengths. Such mechanisms may include a

maximum-hop counter, or a constrained set of deflection alternatives [103, 104].

In JET-based optical burst-switched networks, another concern when implementing

deflection is the offset time. As the burst traverses each hops, the offset between the burst

and its header decreases; thus, it is possible that, if the burst traverses a large number of hops,

the burst may overtake the header. Approaches for ensuring the sufficient separation of the

header and data at each node include setting a higher initial offset value at the source node

and using FDLs at each intermediate node to delay the burst.

An approach to further reduce packet loss due to contention called burst segmentation

[106] is proposed in the next chapter. Burst segmentation is the process of dropping only

those parts of a burst which overlap with another burst. A variation of segmentation in which

overlapping segments of the head of the latter arriving burst are dropped is described in [107].
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2.9 Quality of Service

QoS support is another important issue in OBS networks. Applications with diverse require-

ments urge transport technologies carrying the next-generation Optical Internet, such as OBS,

to provide QoS guarantees.

There are two models for QoS: relative QoS and absolute QoS. In the relative QoS

model, the performance of each class is not defined quantitatively in absolute terms. Instead,

the QoS of one class is defined relatively in comparison to other classes. For example, a

burst of high priority is guaranteed to experience lower loss probability than a burst of lower

priority. However, the loss probability of a high-priority traffic still depends on the traffic

load of lower-priority traffic; and no upper bound on the loss probability is guaranteed for the

high-priority traffic.

The absolute QoS model provides a worst-case QoS guarantee to applications. This

kind of hard guarantee is essential to support applications with delay and bandwidth con-

straints, such as multimedia and mission-critical applications. Moreover, from the ISP’s point

of view, the absolute QoS model is preferred in order to ensure that each user receives an

expected level of performance. Efficient admission control and resource provisioning mech-

anisms are needed to support the absolute QoS model.

QoS models can also be classified based on the degree of isolation between the dif-

ferent traffic classes. In an isolated model, the performance of the high-priority traffic is

independent of the low-priority traffic. While, in a non-isolated model, the performance of

the high-priority traffic is dependent on the low-priority traffic. The degree of isolation can

be fixed ahead of time and satisfied using different techniques.

Most QoS differentiation schemes in IP networks focus on providing loss differenti-

ation, delay differentiation, or bandwidth guarantees, since IP routers have the capability to

buffer packets electronically. However, OBS core nodes do not have any electronic buffers,

and the bursts follow an all-optical path from source to destination. Thus, the delay incurred
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from source to destination is primarily due to propagation delay, and bandwidth guarantee is

implicitly provided by supporting loss guarantee. Hence, the focus of QoS support in OBS

networks is to primarily provide loss differentiation, though there are a few papers addressing

the problem of providing delay differentiation.

In IP networks, many queuing disciplines have been developed in order to provide

QoS differentiation. Priority queuing (PQ) is a relative differentiation scheme that stores the

packets into prioritized queues at each hop, and the packets are scheduled onto an output port

only if all packet queues of higher priority are empty. Weighted fair queuing [108] computes

virtual finishing time for each packet at the head of each session queue, and transmits the

packet with the smallest virtual finishing time. Weighted fair queuing can provide absolute

QoS differentiation in the sense that it is able to guarantee a predictable amount of bandwidth

and a maximum delay bound for a specific session. On the other hand, a proportional QoS

differentiation model was proposed in [109] and [110] in order to provide relative QoS differ-

entiation. Using this model, the relative QoS differentiation is refined and quantified in terms

of queuing delay and packet loss probability. Further, in [111] a dynamic class selection

framework is proposed to provide absolute QoS in which the proportional QoS differentia-

tion approach controls the QoS spacing of each class at every hop, and the users dynamically

search for an appropriate class to meet their absolute requirements. In [112], the authors give

an overview of recent research on the proportional QoS differentiation model for various QoS

metrics, and propose buffer management schemes for achieving absolute service bounds in

the proportional QoS differentiation approach.

In OBS networks, several schemes have been proposed to support the relative QoS

model. A differentiated signaling scheme may be used to provide QoS in optical burst-

switched networks. In [23, 95], an additional-based offset JET scheme was proposed for

isolating classes of bursts, such that high-priority bursts experience less contention and loss

than low-priority bursts. In this additional offset-based reservation scheme, higher-priority

class bursts are given a larger offset time than the lower-priority class bursts. By providing a
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larger offset time, the probability of reserving the resources without conflict for the higher-

priority class burst is increased, and therefore, the loss experienced by higher-priority class

traffic is decreased. The limitation of this approach is that high-priority bursts will experi-

ence higher delays; thus, the approach may be capable of satisfying loss requirements, but is

not capable of meeting delay requirements. Furthermore, it has been shown that this scheme

can lead to unfairness, with larger low-priority bursts experiencing higher loss than smaller

low-priority bursts [66, 113].

Contention resolution schemes may be used to provide QoS in an all-optical core

network. In [66], an approach is introduced in which low-priority bursts are intentionally

dropped under certain conditions in order to reduce loss for high-priority bursts. The scheme

provides a proportional reduction rather than a complete elimination of high-priority burst

losses due to contention with low-priority bursts. This proportional QoS scheme based on

per-hop information was proposed to support burst loss probability and delay differentiation.

The proportional QoS model quantitatively adjusts the QoS metric to be proportional to the

differentiation factor of each class. If ' � is the loss metric and � � is the differentiation factor

for Class 
 , then using the proportional differentiation model, the following will hold for every

class,
' �
' � �

� �
��� � (2.1)

In order to implement this model, each core node needs to maintain traffic statistics,

such as the number of burst arrivals and the number of bursts dropped for each class. Hence,

the online loss probability of Class 
 , ' � , is the ratio of the number of Class 
 bursts dropped to

the number of Class 
 burst arrivals during a fixed time interval. To maintain the differentiation

factor between the classes, an intentional burst dropping scheme is employed. A limitation

of the scheme is that it can result in the unnecessary dropping of low-priority bursts.

In [114], another QoS approach based on priority queueing was proposed for OBS

networks. The scheme incorporates the LAUC-VF (Section 2.7.4) scheduling algorithm at

the core nodes. The order of assigning channels to the arriving bursts is based on priority
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queueing, i.e., the higher priority burst are scheduled before the lower priority bursts. Sim-

ulation results are presented for the priority scheduling approach with and without FDLs.

The authors conclude that the proposed approach reduces the loss probability of the higher

priority bursts, but also leads to significant increase in the loss probability of lower priority

bursts.

In [115], proportional QoS differentiation is provided by maintaining the number of

wavelengths occupied by each class of burst. Every arriving burst is scheduled based on

a usage profile maintained at every node. Arriving bursts that satisfy their usage profiles

preempt scheduled bursts that do not satisfy their usage profiles, so as to maintain the preset

differentiation ratio.

Service differentiation is also provided by different burst assembly schemes. In [66],

the waited-time-priority (WTP) scheduler is extended to assemble fixed-length bursts to guar-

antee flexible packet delay differentiation. Each burst consists of packets of same class. In

order to give a controllable burst loss probability for different service classes, lower priority

bursts are intentionally dropped in order to provide additional free time to the higher priority

bursts. However, this may cause unnecessary burst loss due to intentional dropping.

In [28], the packets are classified according to the their classes and destination ad-

dresses. Each burst consisting of a packet class has a timeout as well as a threshold. When

either timeout or threshold is reached, the burst is created and sent into the network. In the

case of low packet arrival rate, the threshold of the burst may not be reached and this may lead

to smaller bursts due to timeout. Having smaller bursts in the network increases the number

of control headers for a given number of packets, in turn leading to higher electronic header

processing cost at each intermediate node, which may overload the control plane.

Larger threshold at low arrival rates with lead to higher assembling delay. This may

conflict with the time constraint of the packet class. Hence by having packets of different

classes into a single burst assembling delay can be lowered [116, 35]. In [28], the lower bound

for the burst size and timeout, to avoid the congestion in the control plane is calculated. By
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assembling packet of different classes into a burst, we reduce the number of control packets

for a given number of data packets. This reduces the header processing effort in the core in

turn increasing the maximum transmission rate.

In [117], the authors address the problem of providing QoS support by implementing

a differentiated Look-ahead window Contention Resolution (LCR) algorithm. Simulation

results show that the look-ahead contention resolution algorithm can readily support service

differentiation and offers high overall performance with moderate complexity. The authors

claim that the LCR algorithm can be modified to reduce the total end-to-end burst delay at

the cost of slightly lowering the performance.

In [118], a Linear Predictive Filter (LPF)-based Forward Resource Reservation method

is proposed to reduce the burst delay at edge routers. The authors claim that their QoS strat-

egy achieves burst delay differentiation for different classes of traffic, while maintaining the

bandwidth overhead within limits by extending the FRR scheme (aggressive reservation).

The authors in [119, 120, 121, 122], propose several QoS approaches for WR-OBS

networks. In a WR-OBS network, each source node sends a connection request to a central-

ized request scheduler. At the edge node, the higher-layer traffic is assigned different class of

service (CoS) based on the maximum acceptable delay and the destination address. There-

fore, each edge node has
� �

�
��� � 
 buffers, where

�
is the number of classes and (N-1) is

the number of possible destination nodes. At the request scheduler, the connection requests

that are sorted based on their class of service into
�

prioritized request queues. All the higher

priority requests are handled before servicing the lower priority request. Since the request

scheduler has to handle the connection request of the entire network, the complexity of this

approach may be significant.

In [123], the authors have proposed QoS schemes based on the physical quality of the

optical signal, such as signal-to-noise ratio (SNR), maximum bandwidth, wavelength spacing,

and bit error rate (BER). In this scheme, the QoS parameters are specified in the burst header

packet and a connection is set up only if all the parameters are satisfied.
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In [124], a priority-based deflection scheme is used to resolve contention in a pho-

tonic packet-switched network. Packets are assigned priorities, and the priorities are used to

determine which packet to deflect or drop when a contention occurs.

Relative QoS differentiation schemes do not provide a worst-case guarantee for any

of the supported QoS metrics, thus absolute QoS differentiation schemes are necessary. The

most intuitive approach to provide absolute QoS differentiation is to design a hybrid optical

backbone network consisting of wavelength-routed lightpaths [5] to carry the guaranteed traf-

fic, and a classical OBS network to carry the non-guaranteed traffic. This approach leads to

inefficient usage of bandwidth over the wavelength-routed part of the network. In order to ef-

ficiently utilize bandwidth, we need to develop efficient absolute QoS differentiation schemes

in which all wavelengths in the network are available for statistical multiplexing and dynamic

bandwidth allocation.

In [125, 126], the authors propose an absolute QoS model that provides a worst-case

loss probability for the guaranteed traffic. Two mechanisms for providing loss guarantees at

OBS core nodes are an early dropping mechanism, which probabilistically drops the non-

guaranteed traffic, and a wavelength grouping mechanism, which provisions necessary wave-

lengths for the guaranteed traffic are proposed. It is shown that integrating these two mech-

anisms outperforms other schemes in providing loss guarantees, as well as reducing the loss

experienced by the non-guaranteed traffic. The authors also discuss admission control and

resource provisioning for OBS networks, and propose a path clustering technique to further

improve the network-wide loss performance [127]. Analytical loss models for the proposed

schemes are developed and verified by the simulation results.

In [128], Probabilistic Preemptive scheme is proposed, for providing service differen-

tiation in terms of burst blocking probability in OBS networks. In this scheme, high-priority

class traffic is assigned a preemptive probability. Thus, high-priority bursts can preempt low-

priority bursts in a probabilistic manner. The authors claim that by changing the preemptive

probability, an OBS node can adjust the ratio of burst blocking probability between different
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traffic classes, while the overall blocking probability is not affected. The authors in [129] also

talk about the concept of introducing a partially preemptive scheduling technique capable of

handling data bursts in parts, and may use preemption due to the priorities of data bursts in

a multi-service OBS network environment. The Probabilistic Preemptive scheme can also be

used to provide absolute QoS in an OBS network.

We have recently introduced a scheme in [130] for optical burst-switched networks.

The scheme utilizes deflection as well as a contention resolution approach referred to as

burst segmentation (described in Chapter 3) to resolve contentions. Our results show a fairly

significant differentiation between different burst priorities in terms of both packet loss and

delay. Furthermore, the loss of packets in a high-priority burst is completely isolated from

the low-priority bursts contentions.



CHAPTER 3

BURST SEGMENTATION: AN APPROACH FOR REDUCING PACKET LOSS IN
OPTICAL BURST-SWITCHED NETWORKS

3.1 Introduction

A major concern in optical burst-switched networks is contention, which occurs when mul-

tiple bursts contend for the same outgoing link at a given node. Contention in an optical

burst-switched network is particularly aggravated by the variable burst sizes and the long

burst durations. Furthermore, since bursts are switched in a cut-through mode rather than a

store-and-forward mode, optical burst-switched networks generally do not have very much

buffering capabilities.

Typically, contention in traditional electronic packet-switching networks is handled

through buffering; however, in the optical domain, it is more difficult to implement buffers,

since there is no optical equivalent of random-access memory. Instead, optical buffering is

achieved through the use of fiber delay lines [84, 85]. Current optical buffer architectures

are severely limited in size; thus, nodes in an all-optical network may be unable to handle

high loads or bursty traffic without alternative contention resolution schemes. With wave-

length conversion, contention is reduced by utilizing additional capacity in the form of mul-

tiple wavelengths per link [99, 101, 100]. A contending burst may be switched to any of

the available wavelengths on the outgoing link. In deflection routing, contention is resolved

by routing data to an output port other than the intended output port. Deflection routing is

generally not favored in electronic packet-switched networks due to potential looping and

out-of-sequence delivery of packets; however, it may be necessary to implement deflection

in all-optical burst-switched networks, where buffer capacity is very limited. While existing

contention resolution schemes, such as optical buffering, wavelength conversion, and deflec-

58
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tion routing, may be utilized in optical burst-switched networks, additional schemes may still

be necessary in order to further reduce high contention rates and to reduce loss and achieve

higher network utilization.

In the current literature, most approaches to contention resolution address the mini-

mization of burst losses rather than packet losses. In existing contention resolution schemes

for optical burst-switched networks, when a contention between two bursts cannot be re-

solved through other means, one of the bursts will be dropped in its entirety, even though

the overlap between the two bursts, i.e., the contention period, may be minimal. For certain

applications which have stringent delay requirements but relaxed packet loss requirements,

it may be preferable to lose a few packets from a given burst rather than losing the entire

burst. In this chapter, we will introduce a new contention resolution technique called burst

segmentation, in which only those packets of a given burst which overlap with another burst

will be dropped.

The remainder of this chapter is organized as follows. Section 3.2 introduces the con-

cept of burst segmentation and describes the segment dropping policies. Section 3.3 discusses

segmentation with deflection. Section 3.4 describes an analytical loss model for the burst seg-

mentation technique. Section 3.5 compares the analytical and simulation results for different

contention resolution policies in a specific network topology, and Section 3.6 concludes the

chapter.

3.2 Burst Segmentation

To overcome some of the limitations of optical burst switching, we introduce the concept of

burst segmentation. In burst segmentation, the burst consists of a number of basic transport

units called segments. Each segment consist of a segment header and a payload. The segment

header contains fields for synchronization bits, error correction information, source and des-

tination information, and the length of the segment in the case of variable length segments.

The segment payload may carry any type of data, such as IP packets, ATM cells, or Ethernet
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frames (Fig. 3.1). When two bursts contend with one another in the optical burst-switched

network, only those segments of one burst which overlap with the other burst will be dropped,

as shown in Fig. 3.2. If the switching time is non-negligible, then additional segments may

be lost when the switch is being reconfigured.

In order to maintain data and format transparency, the optical layer need not be aware

of the actual segment boundaries and segment payload data format. In this case, the optical

layer is only aware of information such as the burst source and destination nodes, the burst

offset time, the burst duration, and possibly the burst priority. This transparency may lead to

sub-optimal decisions with regard to minimizing data loss, as individual segments may end

up being split into two parts, resulting in complete data loss for those segments; however,

by maintaining transparency, the optical layer (core) remains fairly simple, and no additional

computational overhead will be required at each core node.

If the segment boundaries are transparent in the all-optical core, then the nodes at

the network edge must be responsible for defining and processing segments electronically.

Furthermore, the receiving node must be able to detect the start of each segment and identify

whether or not the segment is intact; thus, some type of error detection or error correction

overhead must be included in each segment. Additional clock and signaling information may

need to be stored in each segment header in order for the egress receiver node to identify

and recover data stored in each segment. One possible implementation of segmentation is to

define a segment as an Ethernet frame. If each segment consists of an Ethernet frame, then

detection and synchronization can be performed by using the preamble field in the Ethernet

frame header, while errors and incomplete frames can be detected by using the CRC field

in the Ethernet frame; thus, no further control overhead would be required in each segment

other than the overhead already associated with an Ethernet frame.

If segments are not defined as Ethernet frames, then the choice of the segment length

becomes a key system parameter. The segment can be either fixed or variable in length.

If segments are fixed in length, synchronization at the receiver becomes easier; however,
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Figure 3.1. Segments header details.
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Figure 3.2. Selective segment dropping for two contending bursts.

variable-length segments may be able to accommodate variable-length packets in a more ef-

ficient manner. The size of the segment also offers a trade off between the loss per contention

and the amount of overhead per burst. Longer segments will result in a greater amount of

data loss when segments are dropped during contention; however, longer segments will also

result in less overhead per segment, as the ratio of the segment header length to the segment

payload length will be lower. In this chapter, we assume that each segment is an Ethernet

frame which contains a fixed-length packet, and we do not address the issue of finding the

optimal segment size.

Another issue in burst segmentation is the decision of which burst segments to drop

when a contention occurs between two bursts. In the remainder of the dissertation, the burst
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arriving first to the switch is referred to as the original burst and the later arriving burst that

contends is referred to as the contending burst. Note that the burst are referred to as original

or contending burst based on the order of arrival of the data bursts to the switch, and not based

on the order of arrival of their corresponding control packets (BHPs). There are two possible

approaches for determining which segments to drop when using segmentation, namely, tail-

dropping and head dropping. In tail-dropping, the overlapping tail segments of the original

burst (Fig. 3.2) are dropped, and in head-dropping, the head overlapping segments of the

contending burst are dropped. An advantage of dropping the overlapping tail segments of

bursts rather than the overlapping head segments is that there is a better chance of in-sequence

delivery of packets at the destination, assuming that dropped packets are retransmitted at a

later time. A head-dropping policy will result in a greater likelihood that packets will arrive at

their destination out of order; however, the advantage of head-dropping is that it ensures that,

once a burst arrives at a node without encountering contention, then the burst is guaranteed

to complete its traversal of the node without preemption by later bursts.

In this chapter, we consider a modified tail-dropping policy when determining which

segments to drop. In this policy, the overlapping tail (remaining length) of the original burst

is dropped only if the number of segments in the overlapping tail is less than the total number

of segments in (total length of) the contending burst. If the number of segments in the over-

lapping tail is greater than the number of segments in the contending burst, then the entire

contending burst is dropped. This approach reduces the probability of a short burst preempt-

ing a longer burst and also minimizes the number of packets lost during contention.

One issue that arises when the tail of a burst is dropped is that the header for the

burst, which may be forwarded before the segmentation occurs, will still contain the original

burst length; therefore, downstream nodes may not know that the burst has been truncated.

If downstream nodes are unaware of a burst’s truncation, then it is possible that the previ-

ously truncated tail segments will contend with other bursts, even though these tail segments

have already been dropped at a previous upstream node. These contentions may result in

unnecessary packet loss.
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If a tail-dropping policy is strictly maintained throughout the network, then the tail

of the truncated burst will always be preempted in the case of a contention, and will never

preempt segments of any other contending burst. However, for the case in which tail dropping

is not strictly maintained, some action must be taken to avoid unnecessary packet losses. A

simple solution is to have the truncating node generate and send out a trailer, or a trailing

control message, to indicate to the downstream nodes along the path, when the truncated burst

ends. The trailer is created electronically at the core switch where the contention is being

resolved, and the time to create the trailer can be included in the offset time as being a part of

the burst header processing time, � , at each node. Note that the trailer is necessary only if the

modified-tail dropping approach is adopted. If head-dropping is employed, then the header

of the truncated burst may be updated immediately at the contention node. Also, if strict

tail-dropping is employed, then the dropped tail segments will always lose the contention

and will never preempt other segments, even at the downstream nodes along the path to the

destination.

We note that, even if a trailer is created, the trailer may not be completely effective in

eliminating contentions with burst segments that have already been dropped. Fig. 3.3 shows

the situation in which the trailer packet reaches the downstream node before the header of

a contending burst (Burst
�
). As soon as the trailer packet is received, the node is updated

with the new length of the original burst (Burst % ); hence, when the control header of the

contending burst (Burst
�
) arrives, the virtual contention is avoided. In the case of Fig. 3.4,

the header of the contending burst (Burst
�
) arrives before the trailer of the original burst

(Burst % ) at the downstream node; hence the switch detects a contention, even though the tail

packets of the original burst have already been dropped. Although the trailer packet does not

completely eliminate the situation of a virtual contention, as in the latter case, the trailer can

minimize such situations; hence it is important to generate and transmit the trailer as soon as

possible at the upstream node.
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An additional system parameter which has a significant effect on burst segmentation

is the switching time. If the node does not implement any buffering or other delaying mecha-

nism, the switching time is a direct measure of the number of packets lost while reconfiguring

the switch due to a contention. Hence, a slow switching time will result in higher packet loss,

while a fast switching time will result in lower packet loss. Current all-optical switches using

micro-electro-mechanical systems (MEMS) [131, 132] technology are capable of switching

on the order of milliseconds, while switches using semiconductor optical amplifier (SOA)

technology are capable of switching on the order of nanoseconds. Due to their high switch-

ing times, MEMS switches may not by very suitable for optical burst switching, and are more

appropriate for circuit-switched optical networks. On the other hand, SOA switches have

been demonstrated in laboratory experiments [133], but have yet to be deployed in practical
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Figure 3.5. Segmentation with deflection policy for two contending bursts.

systems. In our experiments, we assume an intermediate and more practical switching time

of 10 microseconds.

3.3 Segmentation with Deflection

A basic extension of burst segmentation is to implement segmentation with deflection. Rather

than dropping one of the overlapping segments of a burst in contention, we can either deflect

the entire contending burst or deflect the overlapping segments of the burst to an alternate

output port other than the intended (original) output port. This approach is referred to as

deflection routing or hot-potato routing [99, 101, 100]. Implementing segmentation with

deflection (Fig. 3.5) increases the probability that the burst will reach the destination, and

hence, may improve the performance. One problem which may arise is that a burst may

encounter looping in the network or may be deflected multiple times, thereby wasting network

bandwidth. This increased use of bandwidth can lead to increased contention and packet loss

under high load conditions [103]. Due to deflection, the burst may also traverse a longer

route, thereby increasing the total processing time. Deflection may also lead to a situation

in which the initial offset time is insufficient to transmit the data burst all-optically without

storage. In order to avoid these problems, the burst will be dropped when the hop-count of

the burst reaches a certain threshold [134, 135, 136].
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When a burst is deflected, a deflection port must be selected. There may be one or

many alternate deflection ports. The alternate deflection ports can either be determined ahead

of time using a fixed port-assignment policy, which chooses the port based on the next shortest

path, or determined dynamically using a load-balanced approach, which deflects the burst to

an under-utilized link. In this chapter, we consider only one alternate deflection port, and

choose the port which results in the second shortest path to the destination.

Selection of which burst (or burst-segments) to deflect during contention may be done

in one of two ways. The first approach is to deflect the burst with the shorter remaining length

(taking switching time into account). If the alternate port is busy, the burst may be dropped

(Fig. 3.5). The second approach is to incorporate priorities into the burst. In this case, the

lower-priority burst is deflected or segmented [137].

When combining segmentation with deflection, there are two approaches for ordering

the contention resolution policies, namely, segment-first and deflect-first. In the segment-first

policy, if the remaining length of the original burst is shorter than the contending burst, then

the original burst is segmented and its tail is deflected. In case the alternate port is busy,

the deflected part of the original burst is dropped. If the contending burst is shorter than

the remaining length of the original burst, then the contending burst is deflected or dropped.

In the deflect-first policy, the contending burst is deflected if the alternate port is free. If

the alternate port is busy and if the remaining length of the original burst is shorter than the

length of the contending burst, then the original burst is segmented and its tail is dropped. If

the contending burst was found to be shorter, then the original burst is dropped.

An example of the segmentation-deflection scheme is shown in Fig. 3.5. Initially

when the header for Burst % arrives at the switch, it is routed onto Output Port 1. Once the

header of Burst
�

arrives at the switch, there is a contention. Since the offset time is common

to all of the bursts, the header indicates when and where the bursts will contend. Therefore,

by taking the switching time into consideration, and by using the segment-first policy, one

of the bursts will deflected (or segmented and deflected) to the alternate port if the alternate
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port is free and will be dropped if the alternate port is not free. Here, the remaining length of

Burst % is less than the length of Burst
�
. Hence, Burst % is segmented and its tail is deflected

to the alternate port as a new burst. A header is created for the deflected new burst and is

sent on Output Port 2. This new header is generated at the time that the header of Burst
�

is

processed. A trailer is created for the segmented Burst % and is sent on the control channel

of Output Port 1. Packets of the segmented burst are lost during the reconfiguration of the

switch. In the policy that utilizes both segmentation and deflection, the processing time �

at each node includes the time to create a header for the new burst segment in the case of a

contention; hence the offset time remains the same as in the case of standard optical burst

switching.

A possible side-effect of segmentation with deflection is that, when there is a con-

tention, the shorter remaining burst will be segmented and will be deflected as a new burst.

Creating these new bursts may lead to burst fragmentation, in which there are many short

bursts propagating through the network. These short bursts will incur higher overhead with

respect to switching times and control overhead per burst. Furthermore, having a greater

number of smaller bursts in the network will also increase the number of control packets.

These additional control packets may overload the control plane; hence, it may be advisable

to drop the segmented burst if the new burst length is lower than a minimum burst size.

Fragmentation may be alleviated by utilizing the modified tail-dropping policy. In

the modified tail-dropping policy, the lengths of the two contending bursts are compared and

the smaller of the contending burst or the remaining part of the original burst is deflected or

segmented, respectively. If a deflection port is unavailable, then the segments that lose the

contention will be dropped. Thus, the short, fragmented bursts are more likely to be dropped,

and will not significantly hinder other bursts.

Another issue in deflecting bursts is maintaining the proper offset between the header

and payload of a deflected burst. Since the deflected burst must traverse a greater number of

hops than if the burst had not been deflected, there may be a point at which the initial offset



68

time may not be sufficient for the header to be processed and for the switch to be reconfig-

ured before the data burst arrives to the switch. In order to eliminate problems associated with

insufficient offset time, a number of different policies may be implemented. One approach

is simply to discard the burst if the offset time is insufficient. Counter and timer-based ap-

proaches may also be used to detect and limit the number of hops that a burst experiences. If

the goal is to minimize packet loss, then the head of the burst can simply be truncated while

a switch is being configured, and the tail segments of the burst can continue through the net-

work. Buffering approaches using fiber delay lines (FDLs) may also be applied; however,

such approaches increase the complexity of the optical layer.

Another issue when implementing segmentation and deflection is how to handle long

bursts which may span multiple nodes simultaneously. If a long burst passing through two or

more switches experiences contention from two or more different bursts at different switches,

then, based on the timing of these contentions, the contentions may be resolved in a number of

ways. If an upstream node segments the burst first, then the downstream nodes are updated by

the trailer packet to eliminate unnecessary contentions. On the other hand, if the contention

occurs at the downstream node before the upstream node, and if the burst’s tail is deflected at

the downstream node, then the upstream contentions will not be affected. If the downstream

node drops the tail of the burst, then the upstream node will not know about the truncation

and will continue to transmit the tail. The downstream node may send a control message to

the upstream node in order to reduce unnecessary contentions with the tail at the upstream

node. In the case where more than two bursts contend at the same switch, the contention is

handled sequentially.

One possible advantage of segmentation in optical burst-switched networks is that it

can provide an additional degree of differentiation for supporting different quality of service

(QoS) requirements. When two bursts contend with one another, the burst priority can be

used to determine which burst to segment or drop. For example, if a high priority burst

arrives to a node and finds that a low priority burst is being transmitted on the desired output,
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then the low priority burst can be segmented, and its tail can be dropped in order to transmit

the high priority burst. On the other hand, if a low priority burst arrives to a node and finds

a high priority burst being transmitted, then the low priority burst will be dropped. When

combining segmentation with deflection, an even greater degree of differentiation may be

achieved. The choice of whether to deflect the newly arriving contending burst, or the tail of

the burst currently being transmitted, can be made based on priorities. Segmentation-based

QoS schemes are studied in-detail in chapters 5,6, and 7.

We evaluate the following five different policies for handling contention in the OBS

network:

1. Drop Policy (DP): Drop the entire contending burst.

2. Deflect and Drop Policy (DDP): Deflect the contending burst to the alternate port. If

the port is busy, drop the burst.

3. Segment and Drop Policy (SDP): The contending burst wins the contention. The origi-

nal burst is segmented, and its segmented tail is dropped.

4. Segment, Deflect and Drop Policy (SDDP): The original burst is segmented, and its

segmented tail may be deflected if an alternate port is free, otherwise the tail is dropped.

5. Deflect, Segment and Drop Policy (DSDP): The contending burst is deflected to a free

port if available, otherwise the original burst is segmented and its tail is dropped, while

the contending burst is transmitted.

3.4 Analytical Loss Model

In this section, we develop an analytical model for evaluating the packet loss probabilities

with burst segmentation in which no length comparison is done (SDP). We assume that bursts

arrive to the network according to a Poisson process with rate
�����

bursts per second for source-

destination pair ��� respectively. Fixed routing is assumed, and no buffering is supported at
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core nodes. We also assume that all bursts have the same offset time. This implies that the

BHP of the original burst always arrives before the BHP of the contending burst. Traffic on

each link is assumed to be independent. Also, the switching time is assumed to be negligible.

We begin by defining the following notation:

-
� ���� : arrival rate of bursts to link

�
, on the path between source � and destination � .

-
� � ��� � � � � �� : arrival rate of bursts to link

�
, due to all source-destination pairs ��� .

- � ��� : route from source � to destination � .

The load placed on a link
�

by traffic going from source � to destination � depends on whether

link
�

is on the path to destination � . If link
�

is on the path to � , then the load applied to link�
by ��� traffic is simply

� � �
. Thus,

� � �� �
� � � �

if
��� � � �

� if
�
	� � � � � (3.1)

Also, the total (new) burst arrival into the network,
�

, is given by:

�
��� � � �

� ��� � (3.2)

We calculate the packet loss probability by finding the distribution of the burst length at the

destination and comparing the mean burst length at the destination to the mean burst length

at the source. Let the initial cumulative distribution function of the burst length be $ �
���� � � 

for bursts transmitted from source � to destination � , where

� � �� is the zeroth hop link between

source � to destination � . The cumulative distribution function of the burst after � hops is

$ � ���� � � 
 . Let � � ���� � � 
 be the cumulative distribution function for the arrival time of the next

burst on the � ��
 hop link
�

between source-destination pair ��� :

� � ���� � � 
 � � ��������� ���� � � (3.3)

where
� � ���� is the arrival rate of all bursts on the � ��
 hop link of the path between source � and

destination � .
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The burst length will be reduced if another burst arrives while the original burst is

being transmitted; thus, the probability that the burst length is less than or equal to � after the

first hop is equal to the probability that the initial burst length is less than or equal to � or that

the next burst arrives in time less than or equal to � . Therefore,

$ � ���� � � 
 � � �
�
� � $ � ���� � � 
 
 � � ��� � ���� � � 
 


� � �
�
� � $ � ���� � � 
 
 � � � � ���� � � (3.4)

Similarly, let $ � � � 
 be the cumulative distribution function of the burst after the second hop:

$ � ���� � � 
 � � �
�
� � $ � ���� � � 
 
 � � ��� � ���� � � 
 


� � �
�
� � $ � ���� � � 
 
 � � � � � ���� � � � ���� � � � (3.5)

In general,

$ � ���� � � 
 � � �
�
� � $ � ������ � � � 
 
 � � ��� � ���� 


� � �
�
� � $ � ���� � � 
 
 ���

� � ���� � � � ����
	 � � (3.6)

We now find the expected length after � hops and compare this length with the expected length

at the source node in order to obtain the expected loss that a particular burst will experience.

Let � � ���� be the expected length of the burst at the � ��
 hop.

Case (1): If we have fixed-sized bursts of length,
�
� �

�
, then the initial distribution of

the burst length is given by:

$ � ���� � � 
 � � � � � � � 
 �
�
� if �
� �

� if �
� �
.

(3.7)

Substituting (3.7) into (3.6) and taking the expected value, we obtain:

� � ���� � � ����� �
���� � � � ����
�

������ � � � ���� � (3.8)

Case (2): If the initial burst length is exponentially distributed, we have:

$ � ���� � � 
 � � ��� � � � � (3.9)
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Substituting (3.9) into (3.6) and taking the expected value, we obtain:

� � ���� � �
� �� � � � � ���� � � � (3.10)

We now find the expected length after
�

hops, where
�

is the total number of hops between

� and � . Let ��� � � ��� be the expected length of the burst lost per burst for a burst traveling from

� to � :

��� � � � � � �
�
� � � ���� � (3.11)

Hence, the packet loss is proportional to the length of the route and the length of the burst.

The packet loss probability of bursts,
� � ���� ��� , is then given by:

� ������ � � �  �� � �
	���� � ��� ����

 �����	 
�� 
 % � � �
	���� ��


� ��� � � ��� ��� � (3.12)

We can then find the average packet loss probability of bursts for the system by finding the

individual loss probability for each source-destination pair, and taking the weighted average

of the loss probabilities:
� ��� ��� � � � � �

� ���
� � ������ � � � (3.13)

3.5 Numerical Results

In order to evaluate the performance of the proposed schemes and to verify the analytical

models, a simulation model is developed. Fig. 3.6 shows the 14-node NSF network on which

the simulation and analytical results are applied. The link distances are shown in km.

3.5.1 Analytical Results

In the analytical model, we ignore the switching time and header processing time at each

intermediate node along the path of the burst.

Figure 3.7 plots the packet loss probability versus load for the segment drop policy

(SDP) with exponential burst length and fixed-sized bursts. In SDP, the contending burst al-



73

6

9

3

2

1

4
5

7
8

11

10

13

12

141600

2000

1100

700

1200

700

800

500

300

300

600

1100

1000 600

800

2400
2800

2000

900

500
800

Figure 3.6. Picture of NSFNET with 14 nodes (distance in km).
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Figure 3.7. Packet loss probability versus load for both exponential initial burst size, 1/ � =
100 ms and fixed initial burst size = 100 packets, using SDP without length comparison.
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ways preempts the original burst. We observe that the analytical model slightly over-estimates

the packet loss probabilities due to the independent link assumption. We also observe that the

packet loss with fixed-sized bursts is lower than packet loss with exponentially distributed

burst sizes, since the maximum number of packets lost per contention is potentially less with

a fixed initial burst size. This observation may be useful when determining the burst assembly

policy (studied in Chapter 7).

3.5.2 Simulation Results

In order to evaluate the performance of the segmentation and deflection schemes, we develop

a simulation model. The following are the important assumptions in the simulation:

� Burst arrivals to the network are Poisson.

� Burst length is an exponentially generated random number rounded to the nearest inte-

ger multiple of the fixed packet length, with an average burst length of 100 � s.

� Transmission rate is 10 Gb/s.

� Packet length is 1500 bytes.

� Switching time is 10 � s.

� There is no buffering or wavelength conversion at nodes.

� Traffic is uniformly distributed over all source-destination pairs.

� Fixed shortest path routing is used between all node pairs.

Figure 3.8 plots the total packet loss probability versus the load for the different con-

tention resolution policies. An average burst length of 100 � s is assumed. We observe that

SDP performs better than DP at all load conditions, and that the three policies with deflection,

namely DSDP, SDDP, and DDP, perform better than the corresponding policies without de-

flection at low loads. DSDP performs better than SDDP and DDP at these loads; thus, at low
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Figure 3.8. Packet loss probability versus load for NSFNET at low loads with
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and Poisson burst arrivals.
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loads, it is better to attempt deflection before segmentation. Also, at low loads DDP performs

better than SDDP since there is no loss due to switching time in DDP. We see that policies

with segmentation perform better than the policies without segmentation. A logical expla-

nation would be that, in segmentation, on average only half of the packets from one of the

bursts are lost when contention occurs (due to the exponential burst length assumption). Also,

at low loads, there is a greater amount of spare capacity, increasing the chance of successful

deflection.

Figure 3.9 shows the packet-loss performance at very high loads. DSDP performs

the best only at low loads. SDDP performs the best when the total load into the network is

between 6 and 55 Erlang, after which SDP performs equally well, if not better. DDP performs

well only at low loads, while at very high loads DP fares better than DDP. We observe that, at

very high loads, policies without deflection perform better then the policies with deflection.

At high loads, deflection may add to the load, increasing the probability of contention, and

thereby increasing loss.

Figure 3.10 shows the average number of hops versus load for the different policies.

In the deflection policies, the number of deflections increases as the load increases, resulting

in higher average hop distance at low loads. As the load increases further, those bursts which

are further from their destination will experience more contention than those bursts which

are close to their destination. Thus, bursts with higher average hop count are less likely to

reach their intended destination, and the average hop distance will decrease as load increases.

Policies with segmentation have higher hop count compared to their corresponding policies

without segmentation, since the probability of a burst reaching its destination is higher with

segmentation.

Figure 3.11 shows the average output burst size versus load for the different policies.

The output burst size is measured over both dropped and successfully received bursts. Ini-

tially, the burst size decreases with increasing load, as there are more segmentations with

the increasing number of contentions. As the load increases further, the segmented bursts
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encounter more contentions, and because the segmented bursts have smaller size (lower pri-

ority), the segmented bursts tend to be dropped. The values for DP and DDP are constant for

different values of load because the size of a burst is never altered.

The packet loss probability versus load for different values of switching time is shown

in Fig. 3.12. As the switching time increases, the performance of SDDP decreases because

a greater number of packets are lost during the re-configuration of the switch. On the other

hand, DDP is not affected by the switching time and the loss remains almost constant. At

low switching times, the results show that SDDP is better than the standard DDP, while at

higher switching times, the standard DDP is better than the new SDDP because of the loss of

packets during the switching time.

In order to capture the burstiness of data at the edge nodes, we also simulate Pareto

burst arrivals with 100 independent traffic sources. The length of the burst is fixed to the

average burst length in the Poisson case, i.e., 100 fixed-sized packets. The Hurst parameter,
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Figure 3.13. Packet loss probability versus load for NSFNET with Pareto burst arrivals.
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�
is set to ��������� . The remaining assumptions are the same. We plot the graphs for packet

loss probability, average hop count, and output burst size versus load for Pareto inter-arrival

time distribution and fixed-sized bursts.

Figure 3.13 plots the total packet loss probability versus the load with Pareto burst

arrivals, for the different contention resolution policies. The results are similar to the Poisson

case, except that DSDP is the best policy for the observed load range. We also observe that the

policies with deflection perform better than the Poisson case due to the increased burstiness

at the source. Deflection is a good option to avoid the contentions at the source.

Figure 3.14 shows the average number of hops versus load with Pareto burst arrivals

for the policies. Figure 3.15 shows the average output burst size versus load with Pareto burst

arrivals, for the different policies. The results are similar to the Poisson case.
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3.6 Conclusion

In this chapter, we proposed burst segmentation as a new contention resolution technique for

optical burst-switched networks. Segmentation provides packet-level (or segment-level) loss

granularity in a burst-switched network. Segmentation provides the lower-bound in packet

loss due to burst contention in an OBS network. Segmentation can also work well in con-

junction with all other contention resolution techniques, such as optical buffering, wavelength

conversion, and deflection routing. We also investigated a number of different policies with

and without segmentation and deflection. The segmentation policies perform better than the

standard dropping policy, and offer the best performance at high loads. The policies which in-

corporate deflection tend to perform better at low loads. We also developed an analytical loss

model for burst segmentation and the analytical results were verified by matching simulation

results.

A number of other works been published acknowledging the benefit of our proposed

segmentation technique as a new contention resolution technique for optical burst-switched

networks. In [107, 138, 139], the head-dropping segmentation scheme is evaluated. The

authors of [140, 141, 142, 143] also evaluate the benefits of segmentation in an OBS network.

The segment drop policy (SDP), discussed in this chapter, introduces the possibility

of preemption in an all-optical burst-switched network. Preemption can be used to provide

differentiated services in an all-optical core for different traffic classes based on applications

with different QoS requirements. We investigate several segmentation-based QoS techniques

in Chapters 5, 6, and 7.



CHAPTER 4

SEGMENTATION-BASED CHANNEL SCHEDULING ALGORITHMS FOR
OPTICAL BURST-SWITCHED NETWORKS

4.1 Introduction

One of the primary reasons for data loss in OBS networks is burst contentions. When two or

more bursts are destined for the same output port at the same time, a contention occurs. There

are many contention resolution schemes [103] which may be used to resolve the contention.

The primary contention resolution schemes are optical buffering, wavelength conversion, de-

flection routing, and burst segmentation. In optical buffering, fiber delay lines (FDLs) are

used to delay the burst for a specified amount of time, proportional to the length of the delay

line, in order to avoid the contention [84]. In wavelength conversion, if two bursts on the

same wavelength are destined to go out of the same port at the same time, then one burst can

be shifted to a different wavelength [94]. In deflection routing, one of the two bursts will be

routed to the correct output port (primary) and the other to any available alternate output port

(secondary).

In burst segmentation [106], the burst is divided into basic transport units called seg-

ments. Each of these segments may consist of a single IP packet or multiple IP packets, with

each segment defining the possible partitioning points of a burst when the burst experiences

contention in the optical network. All segments in a burst are initially transmitted as a single

burst unit. However, when contention occurs, only those segments of a given burst that over-

lap with segments of another burst will be dropped, as shown in Fig. 4.1. If switching time

is not negligible, then additional segments may be lost when the output port is switched from

one burst to another.

82
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Figure 4.1. Selective segment dropping for two contending bursts (a) tail dropping policy (b)
head dropping policy.

There are two approaches for dropping burst segments when contention occurs be-

tween bursts. The first approach, tail dropping, is to drop the tail of the original burst

(Fig. 4.1(a)), and the second approach, head dropping, is to drop the head of the contend-

ing burst (Fig. 4.1(b)) [106].

In this chapter, we consider an OBS network where each WDM link consists of con-

trol channels used to transmit BHPs, and data channels used to transmit data bursts. We also

assume that every channel consists of a wavelength and that each OBS core router has wave-

length conversion capability. We address the important issue of scheduling data bursts onto

outgoing data channels at every OBS core router.

When a BHP arrives at a node, a channel scheduling algorithm is invoked to assign

the unscheduled burst to a data channel on the outgoing link. The channel scheduler obtains

the burst arrival time and duration of the unscheduled burst from the BHP. The algorithm may

need to maintain the latest available unscheduled time (LAUT) or the horizon, gaps, and voids

on every outgoing data channel. Traditionally, the LAUT of a data channel is the earliest time

at which the data channel is available for an unscheduled data burst to be scheduled. A gap
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is the time difference between the arrival of the unscheduled burst and ending time of the

previously scheduled burst. A void is the unscheduled duration between two scheduled bursts

on a data channel. For void filling algorithms, the starting and the ending time for each burst

on every data channel must also be maintained.

The scheduling algorithm must find an available data channel on the appropriate out-

put port for each incoming burst in a manner which is quick and efficient, and which min-

imizes data loss. In order to minimize data loss, the scheduling algorithm may use one or

more contention resolution techniques. Traditional data channel scheduling algorithms are

classified into two categories, namely non-void filling algorithms and void-filling algorithms.

Non-void filling algorithms include first fit unscheduled channel (FFUC) and latest available

unscheduled channel (LAUC)[21]. Void filling algorithms include first fit unscheduled chan-

nel with void filling (FFUC-VF) and latest available unscheduled channel with void filling

(LAUC-VF) [28]. The performance of scheduling algorithms can be enhanced by using opti-

cal buffering (FDLs), wavelength converters, and deflection routing techniques for resolving

burst contentions [21, 28, 78, 144, 145, 146]. However, these contention resolution tech-

niques drop the burst completely if they fail to resolve the contention. Instead of dropping the

burst in its entirety, it is possible to drop only the overlapping parts of a burst using the burst

segmentation technique.

Due to the inherent property of segmentation, the segmentation-based channel schedul-

ing algorithms can be either non-preemptive or preemptive. In the non-preemptive approach,

existing channel assignments are not altered, while in preemptive scheduling algorithms, an

arriving unscheduled burst
�

may preempt existing data channel assignments, and the pre-

empted bursts (or burst segments) may be rescheduled or dropped.

The advantage of a non-preemptive approach is that the BHP of the segmented un-

scheduled burst can be immediately updated with the corresponding change in the burst length

�

Bursts which have been assigned a data channel are referred as the scheduled bursts, and the burst which
arrives to the node waiting to be scheduled as the unscheduled burst.
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and arrival time (offset time). Also, in non-preemptive channel scheduling algorithms, once a

burst is scheduled on the output port, it is guaranteed to be transmitted without being further

segmented. The advantage of the preemptive approach can be observed while incorporating

QoS into channel scheduling. In this case, a higher priority unscheduled burst can preempt

an already scheduled lower priority data burst (Chapter 5).

In order to implement a non-preemptive scheme, we need to use head dropping on

the unscheduled burst for non-void-filling-based scheduling algorithms. We also need the

ability to drop both the head and tail of an unscheduled burst for void-filling-based scheduling

algorithms. In order to implement preemptive schemes, we need to use tail dropping on the

scheduled burst for non-void-filling-based scheduling algorithms, and we may need to drop

both the head and the tail of overlapping scheduled bursts for void-filling-based scheduling

algorithms. In the void filling case, if the unscheduled burst overlaps more than two bursts,

then we resolve one contention at a time.

In order to handle contentions during channel scheduling, several existing algorithms

have been modified to work in conjunction with fiber delay lines (FDLs). For example, if the

overlap of contention on one of the data channels is minimal, FDLs may be used to shift the

burst by the duration of the overlap, and hence the burst may be successfully scheduled on an

outgoing data channel. In [28], the LAUC and LAUC-VF scheduling algorithms have been

discussed in conjunction with FDLs. The authors also talk about the dimensioning of FDL

buffers. Although the use of FDLs in scheduling reduces the packet loss probability, FDLs

introduce a per-hop delay that can affect the end-to-end delay of the data transmitted.

In this chapter, we study new segmentation-based non-preemptive scheduling algo-

rithms with and without FDLs for OBS networks. We compare these non-preemptive schedul-

ing algorithms with existing scheduling algorithms in terms of packet loss performance. The

rest of the chapter is organized as follows. In Section 4.2, we discuss the OBS core node

architecture with the scheduler and also describe two core node architectures with FDLs.

Section 4.3 describes the proposed data channel scheduling algorithms with and without void
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Figure 4.2. Block diagram of an OBS core node.

filling. Section 4.4 discusses the proposed segmentation-based scheduling algorithms with

FDLs. Section 4.5 provides numerical results for the different scheduling algorithms. Sec-

tion 4.6 concludes the chapter.

4.2 OBS Core Node Architecture

Figure 4.2 shows a typical architecture of an optical burst-switched node, where optical data

bursts are received and sent to the neighboring nodes through physical fiber links. The archi-

tecture consists primarily of wavelength converters, variable FDLs, an optical space switch,

and a switch control module. We assume that all the header packets incur a fixed processing

time at every intermediate node. The switch control module processes the BHPs and sends

the control information to the switching fabric to configure the wavelength converters, space

switch, and broadcast and select switch for the associated data burst. It is important to note
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that the arrangement of the key components depends on the architecture of OBS node con-

sidered. A number of different OBS node architectures are possible using FDLs as optical

buffers.

We consider two OBS node architectures with FDLs for realizing the proposed schedul-

ing algorithms. The architecture in Fig. 4.3(a) shows an input-buffered OBS node with FDLs

dedicated to each input port, while Fig. 4.3(b) shows an output-buffered OBS node with FDLs

dedicated to each output port.

In the input-buffered OBS node architecture shown in Fig. 4.3(a), each input port is

equipped with an FDL buffer containing � delay lines. The input-buffered architecture sup-

ports the delay-first scheduling algorithms. The 	 data channels are demultiplexed from each

input fiber link and are passed through wavelength converters whose function is to convert the

input wavelengths to wavelengths that are used within the FDL buffers. The use of different

wavelengths in the FDL buffers and on the output links helps to resolve contentions among

multiple incoming data bursts competing for the same FDL and the same output link. In the

design of FDL buffers, we can have fixed delay FDL buffers, variable delay FDL buffers, or

a mixture of both. In this work, we follow the architecture with variable delay FDL buffers.

In the output-buffered OBS node architecture, shown in Fig. 4.3(b), the FDL buffers

are placed after the switch fabric. The output-buffered architecture supports the segment-

first scheduling algorithms. The input wavelength converters are used to convert the input

wavelengths to the wavelengths that are used within the switching fabric. The functions of the

output wavelength converters are the same as described in the input-buffer FDL architecture.

In this chapter, we only consider the above described per-port FDL architecture. In

order to minimize switch cost, a per-node FDL architecture can be adopted, in which a single

set of FDLs can be used for all the ports in a node. This lowering of switch cost results in

lower performance with respect to packet loss due to increased contention for FDLs.
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4.3 Segmentation-Based Non-Preemptive Scheduling Algorithms

The algorithm may need to maintain the several channel information such as, the latest avail-

able unscheduled time (LAUT) or the horizon, the gaps, and the voids on every outgoing data

channel. The following information is used by the scheduler for all the scheduling algorithms:

- ��� : Unscheduled burst length duration.

- ����� : Unscheduled burst arrival time.

- � : Maximum number of outgoing data channels.

- ��� : Maximum number of data bursts scheduled on a data channel.

- 	 � : 
 ��
 outgoing data channel.

- ����� � � : LAUT of the 
 ��
 data channel, 
 � ����������������� , for non-void filling scheduling

algorithms.

- 	�� ��� ��� and  !� ��� �"� : Starting and ending times of each scheduled burst, # , on every data

channel, 
 , for void filling scheduling algorithms.

- $&%(' � : If the channel is available, gap is the difference between �)��� and ����� � � for

scheduling algorithms without void filling, and is the difference between � ��� and  -� ��� ���
of previous scheduled burst, # , for scheduling algorithms with void filling. If the chan-

nel is busy, $&%*' � is set to � . Gap information is useful to select a channel for the case

in which more than one channel is free.

- ��� � � � %*' � : Duration of overlap between the unscheduled burst and scheduled burst(s).

Overlap is used in non-void filling channel scheduling algorithms. The overlap is zero

if the channel is available, otherwise the overlap is the difference between � � � � � and

� ��� .
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- ��� � � � : Number of packets dropped due to the assignment of the unscheduled burst on


 ��
 data channel. The primary goal of all scheduling algorithms is to minimize loss;

hence, loss is the primary factor for choosing a data channel. In case the loss on more

than one channel is the same, then other channel parameters are used to reach a decision

on the selection of data channel.

-
� �*
 � � ��� � � : Duration of � ��
 void on 
 ��
 data channel. This information is relevant to

void filling algorithms. A void is the duration between the 	 � ��� � � � � and  � ��� ��� on a data

channel. Void information is useful in selecting a data channel in case more than one

channel is free.

4.3.1 Non-preemptive Minimum Overlap Channel (NP-MOC):

NP-MOC algorithm is an improvement of the existing LAUC scheduling algorithm. The

NP-MOC scheduling algorithm keeps track of the LAUT on every data channel. For a given

unscheduled burst, the scheduling algorithm considers all outgoing data channels and calcu-

lates the overlap on every channel and chooses the data channel with minimum overlap.

For example, applying the NP-MOC algorithm to the example in Fig. 4.4(a), we see

that data channel 	 � has the minimum loss, and the unscheduled burst is scheduled on 	 �
(Fig. 4.5(a)). Here, only the overlapping segments of the unscheduled burst are dropped

instead of the entire unscheduled burst as in the case of LAUC. The time complexity of the

NP-MOC algorithm is �
��� 	 � ��
 .

4.3.2 Non-preemptive Minimum Overlap Channel with Void Filling (NP-MOC-VF):

The NP-MOC-VF scheduling algorithm maintains starting and ending times of each data

burst on every data channel. The goal is to utilize voids between data burst assignments on

every data channel. The data channel with a void that minimizes the $&%*' � is chosen in case

of more than one available channel. If no channel is free, the channel with minimum loss
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Table 4.1. Comparison of Segmentation-based Non-preemptive Scheduling Algorithms

Algorithm Time Complexity State Information

LAUC O(
� 	 � � ) ����� � � , $&%*' �

LAUC-VF O(
� 	 � � � � � 
 ) 	�� ��� �"� ,  !� ��� �"� , $ %(' �

NP-MOC O(
� 	 � � ) ����� � � , $&%*' �

NP-MOC-VF O(
�
	�� � � � � 
 ) 	�� ��� �"� ,  !� ��� �"� , $ %(' �

is assigned to the unscheduled burst. For example, applying the NP-MOC-VF algorithm to

the example in Fig. 4.4(b), we see that data channel 	 � has the minimum overlap, and the

unscheduled burst is scheduled on 	 � (Fig. 4.5(b)). Here, only the overlapping segments of

the unscheduled burst are dropped instead of the entire unscheduled burst as in the case of

LAUC-VF. The time complexity of the NP-MOC-VF algorithm is �
� � 	 � � � � � 
 
 .

Table I compares all the traditional and proposed channel scheduling algorithms in

terms of time complexity and the amount of state information stored. We observe that the

time complexity of the non-void filling algorithms is less than that of the void filling algo-

rithms. Also, void filling algorithms, such as LAUC-VF and NP-MOC-VF, store more state

information as compared to non-void filling algorithms, such as LAUC and NP-MOC.

4.4 Segmentation-Based Non-Preemptive Scheduling Algorithms with FDLs

There has been substantial work on scheduling using FDLs in OBS [28, 21, 78]. In this

section, we propose a number of segmentation-based non-preemptive scheduling algorithms

incorporating FDLs. Based on the two FDL architectures presented in Section 4.2, we have

two families of scheduling algorithms. Scheduling algorithms based on the input-buffer FDL

node architecture are called delay-first scheduling algorithms, while scheduling algorithms

based on the output-buffer FDL node architecture are called segment-first scheduling algo-

rithms. In both schemes, we assume that full wavelength conversion, FDLs, and segmentation
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techniques are used to resolve burst contention for an output data channel. However, the order

of applying the above techniques depends on the FDL architecture. In delay-first schemes, we

resolve contention by FDLs, wavelength conversion, and segmentation, in that order, while in

segment-first schemes, we resolve contention by wavelength conversion, segmentation, and

FDLs, in that order. Before going on to the detailed description of the schemes, it is necessary

to discuss the motivation for developing two different schemes. In delay-first schemes, FDLs

are primarily used to delay the entire burst, while in segment-first schemes, FDLs are primar-

ily used to delay the segmented bursts. Delaying the entire burst and then segmenting the

burst keeps the packets in order; however, when delaying segmented bursts, packet order is

not always maintained. In general, segment-first schemes will incur lower delays than delay-

first schemes. In both the schemes, the scheduler has to additionally know � � � 	  ����� ,

i.e., the maximum delay provided by the FDLs.

We will now describe the segmentation-based non-preemptive scheduling algorithms

which use segmentation, wavelength conversion, and FDLs.

4.4.1 Delay-First Scheduling Algorithms

Non-preemptive Delay-First Minimum Overlap Channel (NP-DFMOC): The NP-DFMOC

algorithm calculates the overlap on every channel and then selects the channel with minimum

overlap. If a channel is available, then the unscheduled burst is scheduled on the free channel

with the minimum gap. If all channels are busy and the minimum overlap is greater than or

equal to the sum of the unscheduled burst length and � � � 	  ����� , then the entire un-

scheduled burst is dropped. Otherwise, the unscheduled burst is delayed for the duration of

the minimum overlap and scheduled on the selected channel. In case the minimum overlap is

greater than � � � 	  ����� , the unscheduled burst is delayed for � � � 	  ����� and the

non-overlapping burst segments of the unscheduled burst is scheduled, while the overlapping

burst segments are dropped. For example, in Fig. 4.6(a), the data channel 	 � has the min-

imum overlap, thus the unscheduled burst is scheduled on 	 � after providing a delay using

FDLs.
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Figure 4.6. Illustration of (a) NP-DFMOC algorithm, and (b) NP-DFMOC-VF algorithm.
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Non-Preemptive Delay-First Minimum Overlap Channel with Void Filling (NP-DFMOC-

VF): The NP-DFMOC-VF algorithm calculates the delay until the first void on every channel

and then selects the channel with minimum delay. If a channel is available, the unscheduled

burst is scheduled on the free channel with minimum gap. If all channels are busy and the

starting time of the first void is greater than or equal to the sum of the end time,  	 , of

the unscheduled burst and � � � 	  ����� , then the entire unscheduled burst is dropped.

Otherwise, the unscheduled burst is delayed until the start of the first void on the selected

channel, where the non-overlapping burst segments of the unscheduled burst are scheduled,

while the overlapping burst segments are dropped. In case the start of the first void is greater

than the sum of the start time, 	 	 , of the unscheduled burst and � � � 	  ����� , then the

unscheduled burst is delayed for � � � 	  ����� and the non-overlapping burst segments of

the unscheduled burst are scheduled, while the overlapping burst segments are dropped. For

example, consider Fig. 4.6(b). By applying the NP-DFMOC-VF algorithm, the data channel

	�� has the minimum delay, thus the unscheduled burst is scheduled on 	 � after delaying the

burst using FDLs. In this case, only the overlapping segments of the burst are dropped instead

of the entire burst as in the case of LAUC-VF.

4.4.2 Segment-First Scheduling Algorithms

Non-preemptive Segment-First Minimum Overlap Channel (NP-SFMOC): The NP-SFMOC

algorithm calculates the overlap on every channel and then selects the data channel with mini-

mum overlap. If a channel is available, the unscheduled burst is scheduled on the free channel

with the minimum $&%*' � . If all channels are busy and the minimum overlap is greater than

or equal to the sum of the unscheduled burst length and � � � 	  � � � , then the entire un-

scheduled burst is dropped. Otherwise, the unscheduled burst is segmented (if necessary) and

the non-overlapping burst segments are scheduled on the selected channel, while the over-

lapping burst segments are re-scheduled. Next, the algorithm calculates the overlap on all

the channels for the re-scheduled burst segments. The re-scheduled burst segments are de-

layed for the duration of the minimum overlap and scheduled on the selected channel. In case
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the minimum overlap is greater than � � � 	  � � � , then the re-scheduled burst segments

are delayed for � � � 	  ����� and the non-overlapping burst segments of the re-scheduled

burst segments are scheduled, while the overlapping burst segments are dropped. For ex-

ample, in Fig. 4.7(a), we observe that the data channel 	 � has the minimum overlap for the

unscheduled burst, thus the unscheduled burst is scheduled on 	 � , and the re-scheduled burst

segments are scheduled on 	 � .

Non-preemptive Segment-First Minimum Overlap Channel with Void Filling (NP-SFMOC-

VF): The NP-SFMOC-VF algorithm calculates the loss on every channel and then selects the

channel with minimum loss. If a channel is available, the unscheduled burst is scheduled

on the free channel with minimum gap. If all channels are busy and the starting time of

the first void is greater than or equal to the sum of the end time,  	 , of the unscheduled

burst and � � � 	  ����� , then the entire unscheduled burst is dropped. If the starting time

of the first void is greater than or equal to the end time,  	 , of the unscheduled burst, the

NP-DFMOC-VF algorithm is employed. Otherwise, the unscheduled burst is segmented (if

necessary) and the non-overlapping burst segments are scheduled on the selected channel,

while the overlapping burst segments are re-scheduled. For the re-scheduled burst segments,

the algorithm calculates the delay required until the start of the next void on every channel

and selects the channel with minimum delay. The re-scheduled burst segments are delayed

until the start of the first void on the selected channel. The non-overlapping burst segments of

the re-scheduled burst are scheduled, while the overlapping burst segments are dropped. In

case the start of the next void is greater than the sum of the start time, 	 	 , of the unscheduled

burst and � � � 	  ����� , the re-scheduled burst segments are delayed for � � � 	  � � �
and the non-overlapping burst segments of the re-scheduled burst are scheduled, while the

overlapping burst segments are dropped. For example, in Fig. 4.7(b), we observe that the

data channel 	 � has the minimum loss, thus the unscheduled burst is scheduled on 	 � , and

the unscheduled burst segments are scheduled on 	 � (as it incurs the minimum delay) after

providing a delay using FDLs.
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Table 4.2. Comparison of Segmentation-based Non-preemptive Scheduling Algorithms with
FDLs

Algorithm Time Complexity State Information

LAUC O(
� 	 � � ) � � � � � , $&%*' �

LAUC-VF O(
�
	�� � � � � 
 ) 	�� ��� ��� ,  !� ��� �"� , $&%(' �

NP-DFMOC O(
�
	�� � ) ����� � � , $&%*' �

NP-DFMOC-VF O(
�
	�� � � � � 
 ) 	�� ��� ��� ,  !� ��� �"� , $&%(' �

NP-SFMOC O(
� 	 � � ) � � � � � , $&%*' �

NP-SFMOC-VF O(
�
	�� � � � � 
 ) 	�� ��� ��� ,  !� ��� �"� , $&%(' �

Table II compares all of the discussed segmentation-based non-preemptive channel

scheduling algorithms with FDLs in terms of time complexity and the amount of state infor-

mation stored. We can observe that the time complexity of the non-void filling algorithms is

less than the void filling algorithms. Also, void filling algorithms, such as, LAUC-VF, NP-

DFMOC-VF, and NP-SFMOC-VF, store more state information as compared to non-void

filling algorithms, such as LAUC, NP-DFMOC, and NP-SFMOC.

In order to implement prioritized scheduling, we need to consider the overlap infor-

mation based on the priority of the burst. In general, for burst of Priority 
 , the scheduler has

to maintain a
� � ����� '+� 
 � � � � %*' � � and a � � 	 � � ����� '+� 
 � � � � %*' � � for every data channel � .

For every data channel � ,
� � ����� '+� 
 � � � � %(' � � is given by the � � %*' � � of all bursts of priority

# , where # � 
 and � � 	 � � � ��� '+� 
 � � � � %*' � � is given by the � � %*' � � of all bursts of priority

# , where # � 
 .

Without loss of generality, let us consider a two-priority network with Priority �

bursts being higher priority then Priority � bursts. Table III gives the scheduling options

that the scheduler must consider before selecting a wavelength for the arriving burst. We

can see that on a Priority � burst arrival, for every wavelength � , the scheduler must compute

� � 	 � � � ��� '+� 
 � � � � %*' � � from all the overlapping Priority � bursts and
� � ����� '�� 
 � � � � %(' � �
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Table 4.3. Scheduling Options
Scheduled Priority 0 Priority 1
Arriving Burst Burst

Priority 0 � � 	 � � ����� '�� 
 � � � � %(' � � � � ����� '+� 
 � � � � %(' � �
Priority 1 � � 	 � � ����� '�� 
 � � � � %(' � � � � 	 � � ����� '+� 
 � � � � %(' � �

from all the overlapping Priority � bursts.

4.5 Numerical Results

In order to evaluate the performance of the proposed channel scheduling algorithms, a sim-

ulation model is developed. Burst arrivals to the network are Poisson, and each burst length

is an exponentially generated random number rounded to the nearest integer multiple of the

fixed-sized packet length of 1250 bytes. The average burst length is 100 � s. The link trans-

mission rate is 10 Gb/s. Current switching technologies provide us with a range of switching

times from a few ms (MEMS) [131] to a few ns (SOA-based) [147]. We assume a conser-

vative switch reconfiguration time of 10 � s. The burst header processing time at each node

depends on the architecture of the scheduler and the complexity of the scheduling algorithm.

Based on current CPU clock speeds and a conservative estimate of the number of instructions

required, we assume burst header processing time to be 2.5 � s. We know that in any opti-

cal buffer architecture, the size of the buffers is severely limited, not only by signal quality

concerns, but also by physical space limitations. To delay a single burst for 1 ms requires

over 200 km of fiber. Due to this size limitation of optical buffers, we consider a maximum

FDL delay of �+� � � ms. Traffic is uniformly distributed over all sender-receiver pairs. Fixed

minimum-hop routing is used to find the path between all node pairs. All the simulation are

implemented on the standard 14-node NSF network shown in Fig. 4.8, where link distances

are in km.

Figure 4.9(a) plots the total packet loss probability versus load for different channel
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Figure 4.8. 14-Node NSF Network.

scheduling algorithms, with 8 data channels on each link. We observe that the segmentation-

based channel scheduling algorithms perform significantly better than algorithms without

segmentation. The proposed segmentation-based scheduling algorithms perform better than

the algorithms without segmentation because, when contention occurs, only the overlapping

packets from one of the bursts are lost instead of the entire burst. We see that NP-MOC suffers

lower loss as compared to LAUC. Also, NP-MOC-VF performs better than LAUC-VF. We

can also observe that NP-MOC and NP-MOC-VF are the best algorithms without and with

void filling respectively. Also, the algorithms with void filling perform better than algorithms

without void filling as expected. Note that the plots are in log scale. At a total network input

load of 5 Erlang, NP-MOC performs 70% better that LAUC and NP-MOC-VF performs 63%

better than LAUC-VF.

Figure 4.9(b) plots the average end-to-end delay versus load for different channel

scheduling algorithms, with 8 data channels on each link. We observe that the segmentation-

based channel scheduling algorithms have higher average end-to-end packet delay than ex-

isting channel scheduling algorithms without segmentation. The higher delay for scheduling

algorithms with segmentation is due to the higher probability of a successful transmission

between source-destination pairs which are farther apart, while in traditional scheduling al-

gorithms the entire burst is dropped in case of a contention; hence, source-destination pairs

close to each other have a higher probability of making a successful transmission, which
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Figure 4.9. (a) Packet loss probability versus load, and (b) average end-to-end delay ver-
sus load for different scheduling algorithms with 8 data channels on each link, for the NSF
network.
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results in lower average end-to-end packet delay. We see that the NP-MOC algorithm has

higher delay than the LAUC algorithm. Also, the NP-MOC-VF algorithm has higher delay

than the LAUC-VF algorithm. We can also observe that LAUC has the least average end-to-

end packet delay among all the algorithms.

Figure 4.10(a) plots the total packet loss probability versus load for different channel

scheduling algorithms with FDLs. We observe that the channel scheduling algorithms with

burst segmentation perform better than algorithms without burst segmentation at most loads.

Also, the delay-first algorithms have lower loss as compared to the segment-first algorithms.

This behavior is due to the possible blocking of the re-scheduled burst segment by the recently

scheduled non-overlapping burst segment in the segment-first algorithms. The loss obtained

by delay-first algorithms is the lower bound on delay for the segment-first algorithms. We

observe that at any given load, the NP-DFMOC and NP-DFMOC-VF algorithms perform

the best, since the unscheduled burst is delayed first; and in the case where there is still a

contention, the burst is segmented and only the overlapping burst segment is dropped. The

segment-first algorithms lose a number of packets proportional to the switching time every

time there is a contention, while the LAUC and LAUC-VF algorithms delay the burst in case

of a contention and schedule the burst if the channel is free after the provided delay. Hence, at

low loads, LAUC-VF performs better than NP-SFMOC-VF, and, as the load increases, NP-

SFMOC-VF performs better. Therefore a substantial gain is achieved by using segmentation

and FDLs.

Figure 4.10(b) plots the average per-hop FDL delay versus load for different channel

scheduling algorithms. We observe that the delay-first algorithms have higher per-hop FDL

delay as compared to the segment-first algorithms, since FDLs are the primary contention

resolution technique in the delay-first algorithms, and segmentation is the primary contention

resolution technique in the segment-first algorithms. We also observe that the per-hop FDL

delay of void filling algorithms is lower than the delay for non-void filling algorithms, since

the scheduler can of assign the arriving bursts to closer voids that incur lower FDL delay as
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Figure 4.10. (a) Packet loss probability versus load, and (b) average per-hop FDL delay versus
load for different scheduling algorithms with 8 data channels on each links and FDLs, for the
NSF network.



105

compared to scheduling the bursts at the end of the horizon (LAUT) in the case of non-void

filling algorithms. Hence, we can carefully choose either delay-first or segment-first schemes

based on loss and delay tolerances of input IP packets.

When a high � � � 	  ����� value is used, algorithms which use FDLs as the pri-

mary contention resolution technique, such as LAUC, LAUC-VF, NP-DFMOC, NP-DFMOC-

VF, outperform the algorithms which use segmentation as the primary contention resolution

technique, such as NP-SFMOC, NP-SFMOC-VF [80].

4.6 Conclusion

In this chapter, we considered burst segmentation and FDLs with wavelength conversion

for burst scheduling in optical burst-switched networks, and we proposed a number of data

channel scheduling algorithms for optical burst-switched networks. The segmentation-based

scheduling algorithms perform better than the existing scheduling algorithms with and with-

out void filling in terms of packet loss. We also introduced two categories of scheduling algo-

rithms based on the FDL architecture. The delay-first algorithms are suitable for transmitting

packets which have higher delay tolerance and strict loss constraints, while the segment-first

algorithms are suitable for transmitting packets which have higher loss tolerance and strict

delay constraints. An interesting area of future work would be to implement the preemptive

scheduling algorithms for providing QoS support in the optical burst-switched networks.



CHAPTER 5

PRIORITIZED BURST SEGMENTATION FOR PROVIDING QOS IN OPTICAL
BURST-SWITCHED NETWORKS

5.1 Introduction

An important issue in optical burst-switched networks is how to provide differentiated service

in order to support the various quality of service (QoS) requirements of different applications.

In this chapter, we focus on the issue of providing QoS support in OBS through pri-

oritized contention resolution. Prioritized contention resolution is provided using prioritized

burst segmentation and prioritized deflection routing. In order to implement the prioritized

contention resolution schemes, priority values have to be included as a field in the burst header

packet (BHP). This priority field is used to preferentially segment and deflect bursts when re-

solving contentions in the core. We develop analytical and simulation models to evaluate the

packet loss probability of the various QoS schemes. In this work, we assume that JET sig-

naling is used and that there are no fiber delay lines or wavelength converters in the network.

Without loss of generality, we assume that there are two priority classes supported in the OBS

network, and that a high-priority burst is one which has low delay and loss tolerance while a

low-priority burst has relaxed delay and loss constraints.

The remainder of the chapter is organized as follows. Section 5.2 discusses the prior-

itized contention resolution policies employing burst segmentation and deflection. In Section

5.3, we develop an analytical model to calculate the packet loss probability for the proposed

prioritized burst segmentation. Section 5.4 provides numerical results from simulation and

analysis and compares the results of the different prioritized contention resolution policies.

Section 5.5 concludes the chapter.

106
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5.2 Prioritized Contention Resolution

To overcome some of the limitations of OBS, burst segmentation can be used to minimize

packet loss during contention. In burst segmentation, a burst is divided into multiple seg-

ments, and when contention occurs, only those segments of a given burst which overlap with

segments of another burst will be dropped. If switching time is non-negligible, then ad-

ditional segments may be lost when the output port is switched from one burst to another.

Segmentation can be used to minimize loss of packets during a contention, and can also al-

low high-priority bursts to preempt low-priority bursts. In these discussions, the burst which

arrives at a node first will be referred to as the original burst, and the burst which arrives later

will be referred to as the contending burst. There are two approaches for segmenting a burst

when contention occurs. The first approach is to segment the tail of the original burst, and the

second approach is to segment the head of the contending burst. A significant advantage of

segmenting the tail of bursts rather than segmenting the head is that there is a better chance of

in-sequence delivery of packets at the destination, assuming that dropped packets are retrans-

mitted at a later time. In this chapter, we will assume that the remaining tail of the original

burst will be dropped when segmentation takes place. Also, when a burst is segmented, its

control message is updated accordingly.

Burst segmentation can also be implemented with deflection. Rather than dropping

the tail segment of the original burst, we can either deflect the entire contending burst, or we

can deflect the tail segment of the original burst. Implementing segmentation with deflection

increases the probability that a burst’s packets will reach the destination, and hence improves

performance. At each node, one or more alternate deflection ports can be specified for each

destination. The order in which the alternate deflection ports are attempted is determined by

a shortest-path policy.

The foundation for providing QoS in IP over OBS networks is service differentiation

in the OBS core. We introduce and evaluate a new approach for such differentiation based

on the concepts of burst segmentation and burst deflection. Burst segmentation enables the
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contending burst to preempt the original burst; hence, we have a choice of dropping either the

contending burst or segmenting the original burst during a contention. Bursts are assigned

priorities which are stored in the BHP, and contention between bursts is resolved through

selective segmentation, deflection, and burst dropping based on these priorities.

We approach the general problem by first defining the possible segmentation and de-

flection policies which can be applied when a contention occurs. We then define the possible

contention scenarios which can take place between bursts of different priorities and lengths.

Finally, we specify which policy to apply for each specific contention scenarios.

When two bursts contend with one another, one of five policies described in Sec-

tion 3.3, namely DP, SDP, DDP, SDDP, and DSDP may be applied to resolve the contention:

We consider a total of four different contention scenarios which are based on the

priorities and lengths of the original and contending bursts. When two bursts contend, the

original burst may be of higher priority than the contending burst, the original burst may be

of lower priority than the contending burst, or the two bursts may be of equal-priority. For the

situation in which bursts are of equal-priority, we can break the tie by considering whether

the length of the contending burst is longer or shorter than the remaining tail of the original

burst. For each of these four contention scenarios, we specify one of the contention resolution

policies described above.

Figure 5.1 illustrates the possible contention scenarios. For the situation in which

the contending burst is of lower priority than the original burst, the contending burst should

be deflected or dropped; thus, DDP will be applied. On the other hand, if the contending

burst is of higher priority, then it should preempt the original burst. In this situation, SDDP

will be applied. For the case in which both bursts are of equal-priority, we should attempt

to minimize the total number of packets which are dropped or deflected; thus, we compare

the length of the contending burst to the remaining length (tail) of the original burst. If the

contending burst is shorter than the tail of the original burst, then the contending burst should

be deflected or dropped; thus, the DDP policy is applied. If the contending burst is longer
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Table 5.1. QoS schemes.

Priority Length Scheme 1 Scheme 2 Scheme 3 Scheme 4 Scheme 5
� � � ���

any DDP DDP DP DDP DP
� � � ���

any SDDP SDDP SDP DDP DP
� � � � � � � � � � DDP DDP DP DDP DP
� � � ��� � � � � � DSDP SDDP SDP DDP DP

than the tail of the original burst, then we have the option of either attempting to segment

and deflect the tail of the original burst, or attempting to deflect the entire contending burst;

thus, either DSDP or SDDP may be applied. We consider both options, referring to the

scheme in which DSDP is applied as Scheme 1, and the scheme in which SDDP is applied

as Scheme 2. For comparison, we further define schemes which do not take advantage of

either segmentation or deflection. In Scheme 3, segmentation is supported but deflection is

not, while in Scheme 4, deflection is supported but segmentation is not. In Scheme 5, neither

deflection nor segmentation are supported. These schemes are summarized in Table 1. The

terms
� � and

� �
refer to the priorities of the original burst and contending burst respectively,

and the terms � � and � � refer to the remaining length of the original burst and the length of

the contending burst respectively.

5.3 Analytical Model

In this section, we develop an analytical model for evaluating the packet loss probabilities

with prioritized burst segmentation. We evaluate a modified version of Scheme 3 in which

no burst length comparison is done. If two bursts are of equal-priority, we give priority to the

contending burst. We assume that high and low-priority bursts arrive to the network according

to a Poisson process with rate
� ���

and � ��� bursts per second for source-destination pair ���

respectively. Fixed routing is assumed, and no buffering is supported at core nodes. We also

assume that all bursts have the same offset time. This implies that the BHP of the original

burst always arrives before the BHP of the contending burst. Traffic on each link is assumed
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to be independent. Without loss of generality, we consider a two-priority OBS network such

that, Priority � bursts have higher priority that Priority � bursts. First, we analyze the packet

loss probability for the high-priority bursts. We begin by defining the following notation:

-
� ���� : arrival rate of high-priority bursts to link

�
, on the path between source � and

destination � .

- � ���� : arrival rate of low-priority bursts to link
�
, on the path between source � and desti-

nation � .

-
� � � � ��� � � �� : arrival rate of high-priority bursts to link

�
, due to all source-destination

pairs ��� .

- � � � � � � � ���� : arrival rate of low-priority bursts to link
�
, due to all source-destination

pairs ��� .

- � ��� : route from source � to destination � .

The load placed on a link
�

by traffic going from source � to destination � depends on whether

link
�

is on the path to destination � . If link
�

is on the path to � , then the load applied to link�
by ��� traffic is simply

� � �
. Thus,

� � �� �
� � � �

if
��� � � �

� if
�
	� � � � � (5.1)

Also, the total high-priority (new) burst arrival into the network,
�
, is given by:

�
��� � � �

� ��� � (5.2)

We calculate the packet loss probability by finding the distribution of the burst length at the

destination and comparing the mean burst length at the destination to the mean burst length

at the source. Let the initial cumulative distribution function of the burst length be $ � �
���� � � 

for high-priority bursts transmitted from source � to destination � , where

� � �� is the zeroth hop

link between source � to destination � . The cumulative distribution function of the burst after
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� hops is $ � �
���� � � 
 . Let � �� ���� � � 
 be the cumulative distribution function for the arrival time of

the next high-priority burst on the � ��
 hop link
�

between source-destination pair ��� :

� �� ���� � � 
 � � ������� � ���� � � (5.3)

where
� � ���� is the arrival rate of all high-priority bursts on the � ��
 hop link of the path between

source � and destination � .

We note that a high-priority burst is segmented only if the next arriving burst is also

of high-priority, but is not affected by the arrival of low-priority bursts. The burst length will

be reduced if another high-priority burst arrives while the original burst is being transmitted;

thus, the probability that the burst length is less than or equal to � after the first hop is equal

to the probability that the initial burst length is less than or equal to � or that the next high-

priority burst arrives in time less than or equal to � . Therefore,

$ � � ���� � � 
 � � �
�
� � $ � � ���� � � 
 
 � � ��� �� ���� � � 
 


� � �
�
� � $ � � ���� � � 
 
 � � � � ���� � � (5.4)

Similarly, let $ � � � 
 be the cumulative distribution function of the burst after the second hop:

$ � � ���� � � 
 � � �
�
� � $ � � ���� � � 
 
 � � ��� �� ���� � � 
 


� � �
�
� � $ � � ���� � � 
 
 � � � � � ���� � � � ���� � � � (5.5)

In general,

$ � � ���� � � 
 � � �
�
� � $ � � ������ � � � 
 
 � ����� � ���� 


� � �
�
� � $ � � ���� � � 
 
 � �

� � ���� � ��� ����
	 � � (5.6)

We now find the expected length after � hops and compare this length with the expected length

at the source node in order to obtain the expected loss that a particular burst will experience.

Let � � � ���� be the expected length of the high-priority burst at the � ��
 hop.
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Case (1): If we have fixed-sized bursts of length,
�
� �

� � , then the initial distribution

of the burst length is given by:

$ � � ���� � � 
 � � � � � � � 
 �
�
� if �
� � �
� if �
� � � . (5.7)

Substituting (5.7) into (5.6) and taking the expected value, we obtain:

� � � ���� � � ��� � �
�� � � � � ���� � �

� ���� � � � ���� � (5.8)

Case (2): If the initial burst length is exponentially distributed, we have:

$ � � ���� � � 
 � � ��� � � � � (5.9)

Substituting (5.9) into (5.6) and taking the expected value, we obtain:

� � � ���� � �
� �� � � � � ���� � � � (5.10)

We now find the expected length after
�

hops, where
�

is the total number of hops between

� and � . Let ��� � �
� ��� be the expected length of the burst lost per high-priority burst for a burst

traveling from � to � :

��� � �
� � � � �

�
� � � � ���� � (5.11)

Hence, the packet loss is proportional to the length of the route and the length of the burst.

The packet loss probability of high-priority bursts,
� ������ � � � , is then given by:

� ������ � � � �  �� � �
	���� � ��� ����

 �����	 
�� 
 % � � �
	���� ��


� ��� � �
� ��� ��� � (5.12)

We can then find the average packet loss probability of high-priority bursts for the system

by finding the individual loss probability for each source-destination pair, and taking the

weighted average of the loss probabilities:

� ���� ��� � � � � �
� ���
� � ������ � � � (5.13)
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We also calculate the average service time on a link
�
, where

�
is the � ��
 link from source � to

destination � :
��� � � �

� � � � � ���� � �
� � ��
� � � �� � ���� � (5.14)

where, � � ���� � �� � � ���� .

Using
�� � , we can calculate the utilization for high-priority bursts on link

�
:

� � �
� ��� � � (5.15)

Now, we calculate the probability of low-priority packet loss. The entire low-priority burst is

dropped if a high-priority burst is occupying the channel. Thus, the arrival rate of low-priority

bursts depends upon the link utilization of high-priority bursts. The offered load on the first

hop is the total offered load from source to destination. On subsequent hops, the offered load

is the load from the previous hop that was not blocked by high-priority traffic, thus,

� ���� �
��� ��
� ��� if

� � � ��� , � � � � ��
� ���


�
� � �


 
 if
�
, � � � ��� , � � � ���� , � � � � �

� � � , 
 � �� if
� 	� � ��� � (5.16)

The calculation of low-priority packet loss probability is similar to that of high-priority packet

loss. Let the initial cumulative distribution function of the burst length be $ �� ���� � � 
 , and the

cumulative distribution function of the burst after � hops be $ ��
���� � � 
 for low-priority bursts

transmitted from source � to destination � . Let � �� ���� � � 
 be the cumulative distribution function

for the arrival time of the next burst on the � ��
 hop link. Here we consider the total arrival

rate of bursts of both high and low priorities:

� �� ���� � � 
 � � ��� � � � � ���� �
	 � ���� � � � (5.17)

where � � ���� and
� � ���� are the arrival rates of all low and high-priority bursts on the � ��
 hop link

of the path between source � and destination � .

The burst length will be reduced if another burst of any priority arrives while the

original burst is being transmitted; thus, the cumulative distribution function after the first
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hop is equal to the probability that the initial burst length is less than or equal to � or the next

burst arrives in time less than or equal to � :

$
�� ���� � � 
 � � � � �

� � � � 
 � � � � � � $
�� ���� � � 
 
 � � ��� �� ���� � � 
 
 


� � �
�
� � � � 
 � � � $

��
���� � � 
 
 � � � � � ���� �
	 � ���� � � � (5.18)

Similarly, $ �� ���� � � 
 is the cumulative distribution function of the burst length after the second

hop:

$
�� ���� � � 
 � � � � �

� � � � 
 � � � � � � $
�� ���� � � 
 
 � � ��� �� ���� � � 
 
 


� � �
�
� � � � 
 � � � � � 
 � � � $

�� ���� � � 
 
 � � � � � ���� � � � ���� �
	 � ���� �
	 � ���� � � � (5.19)

In general,

$
��
���� � � 
 � � � � �

� � � � 
 � � � � � � $
�� ���� � � � � 
 
 � � ��� ��
���� � � 
 
 


� � ��� �� � � � � � � � 
 � � � $
�� ���� � � 
 
 � �

� � �� � � � � ���� �
	 � ������ � � (5.20)

We now find the expected length after � hops and compare with the expected length at the

source node to obtain the expected loss. Let � �� ���� be the expected length of the low-priority

burst at the � ��
 hop.

Case (1): If we have fixed-sized bursts of length,
�
� �

� �
, the initial distribution of the

burst length is given by:

$
�� ���� � � 
 � � � � � � � 
 �

�
� if � � � �

� if �
� � �
.

(5.21)

Therefore � �� ���� is given by:

�
�� ���� �

� �� � � � � � � � 
�� � � � � � �� � � � ��� ���� �
	 � ���� 	 � �	�
� �� � � � � � ���� � � �
���� 	 � (5.22)

Case (2): If the initial burst length is exponentially distributed, we have:

$
�� ���� � � 
 � � � � � � � � (5.23)
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Therefore � �� ���� is given by:

�
�� ���� � � �� � � � � � � ��


� �� � � � � � ���� � � � ���� 	 � � � (5.24)

Let � � � �
�� � be the expected length of the burst lost per low-priority burst for a burst traveling

from � to � :

��� � �
�
� � � �

�
� �

�� ���� � (5.25)

The probability of packet loss for low-priority bursts is given by:

� � ���� ��� � � ��� � �
���� ����� (5.26)

We can then find the average packet loss probability of low-priority bursts for the system

by finding the individual loss probability for each source-destination pair, and taking the

weighted average of the loss probabilities:

� ���� � � � � � � �
� ���
�

� � ���� ��� � � (5.27)

Note that, if two contending bursts follow the same route, then the original burst will

only be segmented at the first instance of contention; However, the model assumes that the

arrivals of the two contending bursts are uncorrelated on the subsequent links in the route.

Thus, the model over-estimates the packet loss.

Also, if a burst is segmented in the middle of a packet, the model does not account for

the entire packet loss, which leads to a slight under-estimation of packet loss. However, this

under-estimation of packet loss is insignificant compared to the over-estimation of the packet

loss due to the uncorrelated arrival assumption.

This analysis may be extended to any arbitrary number of priorities in a straightfor-

ward manner. Also, a more accurate model may be obtained by using a reduced load approxi-

mation for the arrival of the low-priority bursts and by taking into account the link correlation

effect [148, 149, 140].
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5.4 Numerical Results

In order to evaluate the performance of the proposed schemes and to verify the analytical

models, a simulation model is developed. Burst arrivals to the network are assumed to be

Poisson with rate
�
. Burst lengths are exponentially distributed with average length of 1/ �

= 100 ms. The link transmission rate is 10 Gb/s. Packets are assumed to be 1250 bytes and

each segment consists of a single packet. The configuration time of the switching is assumed

to be 10 � s. There is no buffering or wavelength conversion at the core nodes. Burst arrivals

are uniformly distributed over all sender-receiver pairs, and shortest-path routing is assumed.

Figure 5.2 shows the 14-node NSF network on which the simulation is implemented.

5.4.1 Analytical Results

Let us consider a network with two priorities. The fraction of high-priority (Priority 0) traffic

is 20%, and the fraction of low-priority (Priority 1) traffic is 80%. In the analytical model,

we ignore the switching time and header processing time.

Figure 5.3 plots the packet loss probability versus load for high-priority and low-

priority packets for Scheme 1, with exponential burst length, and for fixed-sized bursts. In

Scheme 1, the contending burst preempts the original burst if the contending burst is of equal

or higher priority, otherwise, the contending burst is dropped. We observe that the analyt-

ical model slightly over-estimates the packet loss probabilities due to the independent link

assumption. We also observe that the packet loss with fixed-sized bursts is lower than packet

loss with exponentially distributed burst sizes, since the maximum number of packets lost per

contention is potentially less with a fixed initial burst size. This observation may be useful

when determining the burst assembly policy.

5.4.2 Simulation Results

Figure 5.4 plots the packet loss probability versus load for high-priority (Priority 0) and low-

priority (Priority 1) packets for Scheme 1 through Scheme 5, with fixed-sized bursts. The
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Figure 5.2. Picture of NSF network with 14 nodes (distance in km).
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Figure 5.3. Packet loss probability versus load for both exponential initial burst size, 1/ �
= 100 ms and fixed initial burst size = 100 packets, using Scheme 3 without burst length
comparison.
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graph shows packet losses for the case in which 20% of the traffic is high-priority and 80%

of the traffic is low-priority. We observe that the loss of high-priority packets are lower than

that for low priority packets in schemes which employ burst segmentation (Scheme 1, 2, and

3), while schemes without segmentation do not provide service differentiation (Scheme 4 and

5). We also observe that Scheme 1 performs the best under the observed load values, while

Scheme 2 performs better at higher loads; thus, at low loads, it is better to attempt deflec-

tion before segmentation when two bursts are of equal priority. At higher loads, schemes

with deflection as the primary contention resolution technique (Scheme 1 and 4) suffer from

higher loss compared to schemes with no or controlled deflection (Scheme 2 and 3) due to

the increased load due to deflection. Also, by varying the number of alternate deflection ports

at each switch, we can achieve different levels of packet loss.

Figure 5.5 plots the average end-to-end packet delay versus load for high-priority and

low-priority packets for Scheme 1 through Scheme 5, with fixed-sized bursts. We observe

that the delay of high-priority packets are lower than that for low-priority packets in schemes

which employ burst segmentation (Scheme 1, 2, and 3). Schemes without segmentation do

not provide service differentiation (Scheme 4 and 5), and hence have the same delays for

both priorities. The delay for high-priority bursts remains in a consistent range, while the

low-priority bursts have higher delay due to multiple deflections. At very high load, bursts

which are further from their destination are less likely to reach their destination compared

to those bursts which are close to their destination; thus, the average delay will eventually

decrease at very high load. Schemes 1 and 4 suffer high delays compared to other schemes,

since the contending burst (either lower or equal-priority) is deflected first.

In order to evaluate the performance of the segmentation and deflection schemes,

we develop a simulation model. The following have been assumed to obtain the results:

� Burst arrivals to the network are Poisson with rate
�
.

� Burst length is exponentially distributed with average burst length of 1/ � = 100 ms.
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Figure 5.6. Packet loss probability versus load for different traffic ratios using Scheme 1.
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� Load is measured in Erlang.

� Transmission rate is 10 Gb/s.

� Packet length is 1500 bytes.

� Switching time is 10 � s.

� There is no buffering or wavelength conversion at nodes.

� Each node handles both bypassing and locally generated or terminated bursts.

� Bursts are uniformly distributed over all sender-receiver pairs.

� Dijkstra shortest path routing algorithm is used to find the path between all node pairs.

Figures 5.6 and 5.7 plot the packet loss probability versus load for high-priority (Pri-

ority 0) and low-priority (Priority 1) packets, using Scheme 1 and Scheme 2 respectively.

Each shows packet losses for the case in which there is an equal amount of high-priority and

low-priority traffic, and the case in which 20% of the traffic is high priority and 80% of the

traffic is low priority. We observe that the loss of high-priority packets is lower than that

for low priority packets. We also observe that Scheme 1 performs better than Scheme 2 at

these loads; thus, at low loads, it is better to attempt deflection before segmentation when two

bursts are of equal priority.

Figure 5.8 plots total packet loss probability versus load for different number of alter-

nate deflection ports with 20% of high-priority and 80% of low-priority traffic. We observe

that there is a significant improvement when we use two alternate deflection ports instead of

one alternate port, while there is less improvement from two to four alternate deflection ports.

This result is due to the low nodal degree of NSF network (Figure 5.2) and may differ for

other networks.

Figure 5.9 plots total delay versus load with 20% of high-priority and 80% of low-

priority traffic for the two QoS schemes. Scheme 2 has lower delays compared to Scheme
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1, as Scheme 2 follows the segment-first approach rather than the deflect-first approach. The

delay for high-priority bursts remains in a consistent range, while the low-priority bursts have

higher delay due to multiple deflections. At very high load, bursts which are farther from

their destination are less likely to reach their destination compared to those bursts which are

close to their destination; thus, the average delay will eventually decrease as load increases.

5.5 Conclusion

In this chapter, we introduce the concept of prioritized contention resolution through prior-

itized burst segmentation and deflection to provide QoS in the optical burst-switched core

network. The prioritized contention resolution policies can provide QoS with 100% class

isolation without requiring any additional offset times. An analytical model for prioritized

burst segmentation was developed to calculate the packet loss probabilities for a two-priority

network, and the model was verified through simulation. The high-priority bursts have signif-

icantly lower losses and delay then the low-priority bursts, and the schemes which incorporate

deflection tend to perform better than the schemes with limited deflection or no deflection.

Also, prioritized burst segmentation is easily scalable in order to support multiple priorities

in an all-optical burst-switched network.



CHAPTER 6

COMPOSITE BURST ASSEMBLY TECHNIQUES FOR PROVIDING QOS
SUPPORT IN OPTICAL BURST-SWITCHED NETWORKS

6.1 Introduction

An important issue in optical burst switching is burst assembly. Burst assembly is the process

of aggregating and assembling IP packets into a burst at the edge of the network. The most

common burst assembly approaches are timer-based and threshold-based. In a timer-based

burst assembly approach, a burst is created and sent into the optical network at periodic time

intervals [43]; hence, the network may have variable length input bursts. In a threshold-based

approach, a limit is placed on the number of packets contained in each burst; hence, the

network will have fixed-size input bursts [150]. Timer-based and threshold-based approaches

may also be combined into a single burst assembly scheme.

In this chapter, we focus on the issue of providing QoS support in OBS through prior-

itized burst segmentation (Ch. 5) and composite burst assembly. In the prioritized contention

resolution scheme, priorities are included as a field in the BHP. This priority field is used to

preferentially segment and deflect bursts when resolving contentions in the core. The com-

posite burst assembly technique is implemented at the OBS network edge and assembles

packets of different IP packet classes into the same burst in an attempt to meet the delay and

loss constraints of each IP packet class. We develop a generalized framework for describing

a wide range of burst assembly schemes and provide specific examples of composite burst as-

sembly schemes. Analytical and simulation models are developed to evaluate the packet loss

probability of the various QoS schemes. In this work, we assume that JET signaling is used

and that there are no fiber delay lines or wavelength converters in the network. The QoS re-
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quirements of an IP packet are defined by the packet’s Class, whereas bursts are differentiated

in the core based on assigned Priorities.

The remainder of the chapter is organized as follows. Section 6.2 describes the gen-

eralized burst assembly framework. Section 6.3 describes the proposed burst assembly tech-

niques. In Section 6.5, we develop an analytical model to calculate the packet loss probability

for the proposed composite burst assembly. Section 6.6 provides numerical results from sim-

ulation and analysis and compares the results of the different burst assembly schemes. Section

6.7 concludes the chapter.

6.2 Generalized Burst Assembly Framework

In this section, we formulate a generalized framework for burst assembly. The primary issues

are which class of packets and how many of packets of each QoS class to put into a burst.

To provide QoS support, the burst assembly policies should take into account the number of

packet classes as well as the number of burst priorities supported in the core. A burst can

contain packets of a particular class (Fig. 6.2(a)), or a combination of packets of different

classes (Fig. 6.2(b)). Existing burst assembly techniques assemble packets of the same class

into a burst. We introduce a new approach of assembling packets of different classes into

a single burst, namely, composite burst assembly. This approach is motivated by the ob-

servation that, with burst segmentation, if we consider the strict tail-dropping approach, the

packets toward the tail of a burst are more likely to be dropped than packets at the head of

a burst; thus, packet classes which have low loss tolerance may be placed toward the head

of a burst while packet classes which have higher loss tolerance may be placed toward the

tail of a burst. Note that the reverse ordering of packets inside a burst would apply if a strict

head-dropping approach is adopted in the OBS core. If both tail-dropping and head-dropping

is used, such as in the case of non-preemptive burst segmentation (Chapter 6.4), then differ-

ent packet-ordering schemes need to be considered during burst assembly. In this chapter, we

only consider the tail-dropping approach, since it facilitates prioritized contention resolution
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Figure 6.1. Different Composite Class Bursts based on the supported burst segmentation
policies in the core; (a) for strict tail-dropping, (b) for strict head-dropping, and (c) for non-
preemptive (both head-dropping and tail-dropping).

in the bufferless OBS core. Figure 6.1 provides an illustrative example of possible packet

ordering in a composite burst assembly technique with the three different burst segmentation

techniques, namely tail-dropping (Fig. 6.1(a)), head-dropping (Fig. 6.1(b)), non-preemptive

(Fig. 6.1(c)). By implementing composite burst assembly, the network can support differenti-

ation even if the number of IP packet classes exceeds the number of burst priorities supported

in the core.

Another issue in burst assembly is when to create a burst. Typically, threshold and

timer based approaches are used to determine when a burst should be created. In a timer-

based approach, a timer is started when a packet arrives. When the timer expires, a burst is

created from all packets received. In a threshold-based approach, an upper bound is placed on

the number of packets in the burst. When the threshold is reached, a burst is created. Below,

we provide a generalized framework for classifying various burst assembly approaches.

Let � be the number of input packet classes at the edge and let � be the number of

burst priorities supported in the core network. Given � packet classes and � burst priorities,

the objective is to meet the QoS requirements by defining a set of burst types which specify

how packets are aggregated, and by assigning an appropriate burst priority to each burst type.

In this model, we define the length of the burst by the number of packets in the burst. Let
�

be the number of burst types, where � � � � � ��� � � 
 . A burst type of type � is

characterized by the following parameters:
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- �
���

�� : minimum length of burst of type � .

- �
�����
� : maximum length of burst of type � .

-
� ���

�� � : minimum number of packets of Class # in a burst of type � .

-
� ������ � : maximum number of packets of Class # in a burst of type � .

- 	 � = 	�#�
 � ������ � � �
� : the set of packet classes which may be included in a burst of

type � .

-
� � : priority of burst of type � .

- � � : timeout value for creating bursts of type � .

-
� � : threshold value for creating bursts of type � .

-
� � : � ��� 	 � , subset of packet classes over which the threshold is evaluated. If � � is

defined as the number of packets of Class # at the ingress node, then a burst is created

if � ����� � �+� � � � .
The burst creation criterion for a burst of type � is satisfied either when the threshold

value
� � for packets in

� � is satisfied, or when the timeout value, � � is reached. When the

criterion is satisfied, a burst of type � is created, and the classes of packets to be included in

the burst are specified by 	 � . Packets are added to the burst until �
�����
� is reached.

For example, in a threshold-based approach (
� � � �

���
�� ), if 	 � ��	 ������� , then

� �
can be 	 1,2 � , 	 1 � , or 	 2 � . If

� � = 	 1,2 � , then a burst of type � is created when the sum of

packets of Class 1 and Class 2 is � � � . If
� � = 	 1 � , then a burst of type � is created when

the number of packets of Class 1 is � � � . If
� � = 	 2 � , then a burst of type � is created when

the number of packets of Class 2 is � � � . In each of these cases, packets of both Class 1 and

Class 2 may be included in the burst until �
�����
� is reached.
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6.3 Burst Assembly Techniques

We now provide general guidelines for defining various burst types. The important design

considerations when defining the burst types are packet loss probability, delay constraints,

and bandwidth requirements. By appropriately mapping packet classes to burst types and by

assigning appropriate priorities,
� � , to burst types, differentiated levels of packet loss may be

achieved. End-to-end delay constraints can be met by setting appropriate timeout values, � �
for each burst type. Bandwidth requirements can be met by choosing an appropriate

� � �
�� �

and
� ������ � for each packet class. In this chapter, we focus primarily on achieving differenti-

ated loss and delay. A fixed value of
� � , is assigned for all burst types, and a timeout value,

� � is assigned only to the highest priority burst. We investigate the following approaches for

selecting mappings 	 � and priorities
� � to achieve differentiated QoS.

6.3.1 Approach 1: Single Class Burst (SCB) with � � �

For the case in which � � � , we can create
� � � burst types such that each burst only

contains a single class of packets ( 	 � � 	 � � ). The priority of a burst will be equal to the class

of packets contained in the burst (
� � ��� ). If a threshold based approach is adopted, then the

threshold,
� � for a Priority � burst will be evaluated over Class � packets (

� � � 	 � � ).
For example, if � � �

and � � �
, as shown in Fig. 6.2(a), we set the number of

burst types,
�

, equal to
�
. We set 	 � � � � � 	���� , 	 � � � � � 	 � � , 	 � � � � � 	,�
� , and

	 � �
�

� � 	��
� . If we consider the Class 2 packets that are collected in an input queue, once

the number of Class 2 packets exceeds
� � , a burst consisting of Class 2 packets is created and

sent into the network with a burst Priority 2. This process is followed for each class; thus, the

priority of a burst will directly correspond to a specific class of packets contained in the burst.

6.3.2 Approach 2: Composite Class Burst (CCB) with �����

In composite bursts, each burst can consist of packets of different classes. One approach is to

have
� � � burst types with a burst of type � containing packets of both Class � and Class



130

(a)

  Assembler  
Burst 

BA

1

0

Input Packet Queues

0

Burst PriorityClassPacket 

S
Burst 

0

1

2

3

1

2

3
Scheduler

3

2

(b)

  Assembler  
Burst 

1

BA

1

0

12

1 0

3 2

3

Input Packet Queues

3

2

0

Burst PriorityClassPacket 

S
Burst 

3

2

Scheduler

(c)

  Assembler  
Burst 

BA

0

Input Packet Queues

0

Burst PriorityClassPacket 

S
Burst 

0

1

2

3

1

1

0

Scheduler
3

2

1

(d)

  Assembler  
Burst 

BA

0

Input Packet Queues

ClassPacket 

S
Burst 

0

3 2

1 0

1

1

2

3
Scheduler

Burst Priority

Figure 6.2. (a) Creation of Single Class Burst with N = 4 and M = 4. (b) Creation of Com-
posite Class Burst with N = 4 and M = 4. (c) Creation of Single Class Burst with N = 4 and
M = 2. (d) Creation of Composite Class Burst with N = 4 and M = 2.
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� � � , i.e., 	 � � 	 � � � � � � . In this approach, packets are placed in the burst in decreasing

order of class, such that the higher class packets are at the head of the burst. A burst of type

� is generated if the number of packets of Class � is equal to the threshold
� � (
� � � 	 � � ) or

if the timeout � � has expired. The priority of the burst is given by the burst type (
� � ��� ).

For example, if ����� � �
, as shown in Fig. 6.2(b), we set the number of burst types,

�
, equal to 4, and we also set the following parameters: 	 � � 	������ ��� 	 � � 	 ��������� 	 � �

	,�+� �
� , 	 � ��	���� , � � = 	 0 � , � � = 	 1 � , � � = 	 2 � , and
�

� = 	 3 � . If the threshold of packet

Class � is met, then a burst of type � is created with packets of class 	 � = 	 1,2 � , where Class

� packets are placed at the head of the burst and Class 2 packets are placed at the tail of the

burst. It is important to notice that there is no additional overhead incurred when ordering

packets during the creation of the burst, since it is possible to access a particular input packet

queue, place its contents in a burst, then go to the next lower class queue. This process can

be repeated for all packet classes in 	 � .
In the case of a contention, burst priorities are compared. If the priorities are equal,

the tail of the original burst is dropped. Dropping the tail of the original burst effectively

gives the tail of a burst lower priority then the head of a burst. In such a scheme, during

a contention of equal-priority bursts, lower class packets are dropped for the benefit of the

higher class packets.

6.3.3 Approach 3: Single Class Burst (SCB) with � � �

We now consider single-class bursts for the case � ��� . In this approach we have
� � �

types of bursts, where each burst consists of packets of a single class ( 	 � � 	 � � ). However,

several burst types will have the same burst priority given by,
� � � � � � 	 ��� .

For example, if � � �
and � � � , as shown in Fig. 6.2(c), we set the number of

burst types,
�

, equal to 4. We have four unique types of bursts, each containing a single class

of packets, i.e., 	 � � � � � 	��
� , 	 � � � � � 	 ��� , 	 � � � � � 	,��� , and 	 � �
�

� � 	��
� . Each

burst is assigned one of the two burst priorities. Bursts containing either Class 0 or Class 1
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packets have Priority 0, while bursts containing either Class 2 or Class 3 packets have Priority

1.

6.3.4 Approach 4: Composite Class Burst (CCB) with �����

We now consider composite-class bursts for the case � � � . In this case we have
�
� �

types of burst, where each burst consists of packets of class given by, 	 � � 	 � �� ��������� � � � � � �� �

� � . A burst of type � is generated if the sum of packets of classes in
� � is equal to the

threshold
� � (
� � � 	 � ). Once the threshold or timer criterion is met, a burst of type �

containing packets defined by 	 � is generated by appending all constituent class packets into

the burst in decreasing order of class, such that the highest class packet in that burst type is at

the head of the burst. The priority of the burst is same as type of burst (
� � � � ).

For example, if � � �
and � � � , as shown in Fig. 6.2(d), we set the number

of burst types,
�

, is equal to 2. We select 	 � � � � � 	������ � and 	 � � � � � 	,�+� ��� . If the

sum of Class � and Class � packets meet the threshold
� � , then a burst of type � is created

with packets of class 	 � � 	��+� � � . The two types of composite bursts 	������ � and 	,�+� ��� are

assigned burst Priority � and Priority � respectively.

6.4 Burst Scheduling Techniques

Once a burst is created it must be sent into the OBS core. Burst scheduling is the problem of

sending the created bursts into the core such that the loss, delay, and bandwidth constraints

of each class are met.

Burst Scheduling for supporting QoS in OBS networks is different from traditional

IP scheduling disciplines. In IP, each core node stores the packets in prioritized buffers and

schedules them. In OBS, we must consider the scheduling of electronically buffered burst at

the ingress, while simultaneously handling the all-optical transit traffic. Hence, in case of a

contention at the source, where the intended output port has been occupied by a transit burst of

priority
� � , the burst scheduling policy has to take into account the relative priorities of each
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new burst versus
�
� . The different edge scheduling techniques are described in Section 2.5.

In this chapter, the created bursts are sent in FCFS order. In case the outgoing port

is occupied by a transit burst, the burst priorities are compared. If the created burst has

higher priority than the transit burst, then it preempts the transit burst. In the above examples,

we assumed a simple first-come-first-serve scheduling policy; however, in order to achieve

greater control over the delay and bandwidth metrics, it may be desirable to implement more

intelligent burst scheduling policies.

6.5 Analytical Model

We now compute the packet loss probability for different packet classes in a composite class

burst (CCB). We consider an OBS network with four packet classes and two burst priorities.

Let Class � , Class � , Class � , and Class � be the four packet classes with Class � being the

highest packet class and Class � being the lowest packet class, in that order. Let Priority �

and Priority � be the high-priority and low-priority bursts supported in the networks.

The following are the assumptions:

� Initial burst length is fixed.

� � � : high-priority burst length.

� � �
: low-priority burst length.

��� : ratio of Class � packets in the high-priority burst.

��� : ratio of Class � packets in the low-priority burst.

� The ratio of traffic of Class � and Class
�

will be
�
� � � 
 and

�
� � � 
 in the high and

low-priority bursts respectively.

� Class � packets are placed towards the head and Class � packets are placed towards the

tail of the high-priority burst.
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� Class � packets are placed towards the head and Class � packets are placed towards the

tail of the low-priority burst.

From Section 5.3, we can then find the average packet loss probability of high-priority

and low-priority bursts for the system by finding the individual loss probability for each

source-destination pair, and taking the weighted average of the loss probabilities:

� ���� ��� � � � � �
� ���
� � ������ � � � (6.1)

� ���� � � � � � � �
� ���
�

� � ���� ��� � � (6.2)

Based on the ratio of packets of each class, we can find the packet loss probabilities

of each class. The packet loss for Class � ,
� � ���� � � , is the same as the loss probability of a high-

priority burst of length � � � � ; therefore, we can obtain
� � ���� ��� by replacing

� � in (5.8) with

� � � � . The packet loss probability for Class � is found by considering the total packet loss

probability in a burst and the packet loss probability of Class � packets; thus,
� � ���� � � is given

by:

� � ���� ��� �
� ���� ��� � � � � � ���� ���

� � �
� (6.3)

Similarly, the packet loss probability for Class � ,
� � ���� ��� , is same as the packet loss

probability of a low-priority burst of length � � �
�
, and can be found by replacing

� �
in (5.22)

with � � �
�
. The packet loss probability for Class � is given by:

� � ���� � � �
� ���� ��� � � � � � ���� ���

� � �
� (6.4)

6.6 Numerical Results

In order to evaluate the performance of the proposed schemes and to verify the analytical

models, a simulation model is developed. Burst arrivals to the network are assumed to be

Poisson with rate
�

. Burst lengths are exponentially distributed with average length of 1/ � =
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100 ms. The link transmission rate is 10 Gb/s. Packets are assumed to be 1250 bytes, and

each segment consists of a single packet. The configuration time of the switching is assumed

to be 10 � s. There is no buffering or wavelength conversion at the core nodes. Burst arrivals

are uniformly distributed over all sender-receiver pairs, and shortest-path routing is assumed.

Figure 6.3 shows the 14-node NSF network on which the simulation was implemented.

6.6.1 Analytical Results

Let us consider a network with two priorities. The fraction of high-priority (Priority 0) bursts

is 20%, and the fraction of low-priority (Priority 1) bursts is 80%. In the analytical model,

we ignore the switching time and header processing time.

We consider an OBS network with composite bursts. The network supports four

packet classes. Class � is the highest packet class and Class � is the lowest packet class.

Fig. 6.4 plots the packet loss probability versus � and � for Scheme 3 without length com-

parison, where � is the ratio of Class � packets in the high-priority burst, and � is the ratio

of Class � packets in the low-priority burst. The graphs are plotted for a fixed load of �

Erlang with fixed-sized bursts. We observe that the packet loss probability of the different

classes obtained through the analytical models match with the simulation results. Also, the

analytical model slightly over-estimates the packet loss probabilities due to the independent

link assumption. By choosing a specific value of � and � , we can ensure that a certain level

of performance is guaranteed. For example, for the case shown in Fig. 6.4, if we choose

� � ����� , then the packet loss probability of Class � will be less than ��� .

6.6.2 Simulation Results

We consider composite and single burst assembly while utilizing Scheme 3 without length

comparisons for contention resolution in the core. The input traffic ratios of individual packet

classes are 10%, 20%, 30%, and 40% for Class 0, Class 1, Class 2, and Class 3 respectively.

We set a threshold value of 100 packets for each burst type, and a timeout value of 50 ms for
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Figure 6.7. Packet loss probability versus load for N = 4 and M = 2 for single and composite
class bursts, with the traffic ratio of the packets classes A, B, C, D being 10%, 20%, 30%,
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the highest priority burst. We also avoid contentions between multiple bursts at the source by

delaying the contending bursts until the desired output port is free. The remaining assump-

tions remain the same as the prioritized burst segmentation case.

Figures 6.5 and 6.6 plot packet loss probability and average end-to-end delay versus

load for both CCB and SCB with � ��� � �
. We refer to this case as the 4:4 mapping.

We observe that, by using CCB, the loss of packets is more proportional to the packet class

than in SCB. We observe that the loss of lower class packets is better in CCB, since some

of the lower class packets are placed into higher priority bursts, which, in turn, decreases the

loss probability. Also, the highest class packets in CCB perform as well as in SCB, since, at

every contention between highest priority bursts, the lower-class packets are more likely to

be dropped. We see that the average delay decreases with the increase in load. This decrease

is due to the higher arrival rate of packets which causes the threshold to be satisfied more

frequently. The delay of highest class packets is fairly constant, since we enforce an upper-

limit on the aggregation time by using a timeout.

Figures 6.7 and 6.8 plot packet loss probability and average end-to-end delay versus

load for both CCB and SCB with � � �
and � � � . We refer to this case as the 4:2

mapping. We observe that the performance of CCB is much better than SCB for the highest

class packets. This is due to the fact that in a 4:2 mapping, both packets of Class 0 and Class

1 are assigned Priority 0, and in an equal-priority contention, packets of Class 1 may preempt

packets of Class 0. In SCB, the loss of Class 0 packets and Class 1 packets will be the same

if the input ratio are the same, and if the same threshold and timeout values are used. In

our example, a timeout value is assigned to bursts carrying Class 0 packets, but not to bursts

carrying Class 1 packets. This difference results in lower loss and delay for Class 0 packets,

even though the burst are of equal-priority. Also, we see that the average end-to-end delay for

Class 0 and Class 1 in the case of CCB are similar in both 4:4 and 4:2 mapping, since Class 1

packets are included in the same bursts as Class 0 packets when the timeout is reached. The

difference in delay between Class 0 and Class 1 packets is due to their different arrival rates.
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Figure 6.9. Packet loss probability plotted versus load.

Figure 6.9 plots total packet loss probability versus load for both CCB and SCB for

both of the above cases respectively. We see that the total loss using the CCB technique is

much lower than when using SCB. This is due to the reduction in the number of different pri-

ority bursts, which leads to increased probability of equal-priority contentions. Also, we see

that 4:2 mapping has lower loss than 4:4 mapping, since the number of contentions between

different priority bursts is lower in 4:2 mapping as compared to 4:4 mapping. According to

the segmentation policy, more packets are dropped in a contention involving burst of different

priority as compared to contention of the same priority.

6.7 Conclusion

We introduced the concept of composite burst assembly to handle the differentiated service

requirements of the IP packets at edge nodes of the optical burst-switched network, and we

described a generalized framework for burst assembly.We considered four different burst as-
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sembly approaches and evaluated their performance in terms of delay and loss. We observe

that approaches with composite bursts perform better than approaches with single-class bursts

with respect to providing differentiated QoS for different classes of packets. This was verified

by the analytical model results. The developed model can be useful for selecting the class ra-

tios for composite bursts in a manner which can satisfy the packet loss requirement. In order

to further reduce the packet loss, the proposed techniques can be employed in conjunction

with all-optical wavelength conversion and buffering through fiber delay lines.



CHAPTER 7

THRESHOLD-BASED BURST ASSEMBLY POLICIES FOR PROVIDING QOS
SUPPORT IN OPTICAL BURST-SWITCHED NETWORKS

7.1 Introduction

Burst assembly is the process of aggregating and assembling input packets into bursts at the

edge of the OBS network. The most common burst assembly techniques are timer-based and

threshold-based. In timer-based burst assembly approaches, a burst is created and sent into the

optical network at periodic time intervals [33]; hence, the network may have variable length

input bursts. In threshold-based burst assembly approaches, a limit is placed on the maximum

number of packets contained in each burst. Hence, fixed-size bursts will be generated at

the network edge. A threshold-based burst assembly approach will generate bursts at non-

periodic time intervals. Both timer and threshold approaches are similar, since at a given

constant arrival rate, a threshold value can be mapped to a timeout value and vice versa,

resulting in bursts of similar length for each case.

In burst assembly, a significant issue is how to decide on the appropriate burst length

for specific network parameters in order to minimize the packet loss probability in the OBS

network. We can clearly observe that, for a given amount of data, creating longer bursts will

reduce the total number of bursts injected into the OBS network; however, in the case of a

contention, the average number of packets lost per contention will increase. On the other

hand, generating smaller bursts will increase the number of bursts in the OBS network, lead-

ing to a greater number of contentions, and therefore higher packet loss probability. Thus,

there exists a tradeoff between the number of contentions and the average number of pack-

ets lost per contention, and it is expected that the performance of an OBS network can be

improved if the incoming packets are assembled into bursts of optimal length.
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One of the major reasons for data loss in OBS networks is burst contention, which

occurs when multiple bursts contend for the same output link. Contention in an OBS network

is particularly aggravated by the highly variable burst sizes (Figure 3.7) and the long burst

durations. Packet losses due to contention can be reduced through burst segmentation [106].

Burst segmentation is a process in which only those parts of a burst which overlap with

another burst are dropped.

In this chapter, we investigate threshold-based burst assembly techniques and their

effect on the packet loss performance in an optical burst-switched network. We also study the

effect of burst assembly on providing QoS support in an OBS network.

Packets are assembled into bursts based on the their destination (egress router) and

their QoS class, and each type of burst is assembled using a unique threshold value. Incoming

packets may belong to a specific class, which represents the QoS requirements of the packets.

Without loss of generality, we assume that there are two classes of input traffic, namely, Class

0 and Class 1, where Class 0 traffic is of higher-priority than Class 1 traffic. Our objective

is to find the optimal threshold range that minimizes the loss of Class 0 packets for a given

network under a given load. Also, we assume that bursts composed of Class 0 packets are

assigned a burst priority, Priority 0, and the bursts composed of Class 1 packets are assigned

a burst priority, Priority 1.

We consider an OBS network which uses the JET signaling technique with burst seg-

mentation. Bursts may receive differentiated treatment in the OBS core based on the burst

priority. The network does not support fiber delay lines or wavelength converters .

The chapter is organized as follows. Section 7.2, discusses the architecture of burst

assembler at the OBS edge node. In Section 7.3, we discuss threshold-based approaches used

for providing QoS. In Section 7.4, we provide the simulation results and show how different

threshold-based approaches provide QoS support in the network. We conclude the chapter in

Section 7.5.
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Figure 7.1. Architecture of Edge Node with Burst Assembler.

7.2 Edge Node Architecture

An OBS network consists of a collection of edge and core routers. The edge routers shown

in Figure 7.1, assemble the electronic input packets into an optical burst which is sent over

the OBS core. The ingress node pre-sorts and schedules the incoming packets into electronic

input buffers according to each packet’s class and destination address. The packets are then

aggregated into bursts that are stored in the output buffer. Since a separate buffer is required

for each packet class and each destination, the limit on the maximum number of supported

packet class is determined by the maximum electronic packet buffer size at each ingress node.

The assembled bursts are transmitted all-optically over OBS core routers without any storage

at intermediate core nodes. The egress node, upon receiving the burst, disassembles the burst

into packets and provides the packets to the upper layer. Basic architectures for core and edge

routers in an OBS network have been studied elsewhere [28].
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7.3 Threshold-Based Burst Assembly Technique

For burst assembly, we utilize a threshold as a limiting parameter to determine when to gen-

erate a burst and send the burst into the optical core network. The threshold specifies the

number of packets to be aggregated into a burst. Until the threshold condition is met, the

incoming packets will be stored in prioritized packet queues at the ingress node. Once the

threshold is reached, a burst is created and will be sent into the optical network. Due to the

threshold policy, all bursts will have the same number of packets when entering into the net-

work; however, as a burst traverses the OBS core, the burst length can change based on the

contention resolution policies, such as burst segmentation, followed at the core.

The burst length affects the total number of contentions and the average number of

packets lost per contention. For a higher threshold, the bursts will be longer, and there will

be fewer bursts as well as fewer contentions. However in each contention, as each burst is

longer, the average number of packets lost per contention will be higher. In the case of smaller

bursts, there will be greater number of bursts in the network, and as a result, there will be a

greater number of contentions; however fewer packets will be lost per contention. Thus, there

is a tradeoff between the number of contentions and the average number of packets lost per

contention, and it is expected that there is an optimum range of threshold values which will

minimize the packet loss probability. Our primary goal is to find the optimal threshold range

for a given range of load in the network.

For the case in which there are multiple classes of packets, a single threshold may

be applied to all packets regardless of class, or different thresholds may be applied to each

class of packets. Having multiple threshold may be essential to satisfy the QoS delay and loss

guarantees of each class. In this case, the objective is to find the optimal threshold for each

class of packets such that the QoS requirements are met.

In the optical core, it it possible to further differentiate between bursts that contain

different classes of packets by assigning priorities to each burst and by applying prioritized
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contention resolution policies. By combining class-based thresholds and multiple burst pri-

orities, we can achieve a greater degree of differentiation for different classes of traffic.

We compare the performance of different threshold schemes under the standard drop

policy (DP) and the segmentation policy (SDP) for contention resolution. We begin by con-

sidering one class of data traffic, and then extend the concept to two classes, showing how

QoS is supported in each case. In this chapter, we evaluate the following threshold-based

QoS policies:

Single threshold without burst priority: In this policy, a single threshold is used for all the

data bursts. We observe the packet loss probability and the total number of contentions are

analyzed for various loads and thresholds. We expect the presence of an optimum value of

threshold for a given load range and for a given network, for which the probability of packet

loss will be minimum.

Single threshold with two burst priorities: In this policy, we assume that the network is

carrying two different classes of traffic and we have a single burst length threshold for all the

traffic. We evaluate the packet loss probability and the number of contentions for variations in

load and threshold. The two burst priorities are Priority 0 and Priority 1. Priority 0 represents

higher-priority traffic.

Two threshold without burst priority: In this policy, we assume that the network is carrying

the single class of traffic. We have two different thresholds in the network, so as to evaluate

the effect of different burst length thresholds on the packet loss probability and the number

of contentions.

Two threshold with two burst priorities: In this policy, we assume that the network is carrying

two different classes of traffic and we have a unique burst length threshold for each class of

traffic. We evaluate the packet loss probability and the number of contentions for variations in

load and threshold. The two burst priorities are Priority 0 and Priority 1. Priority 0 represents

higher-priority traffic.
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Figure 7.2. NSF Network with 14 nodes (distances in km).

7.4 Simulation Results

In order to evaluate the performance of the burst assembly technique, we develop a simulation

model. The following have been assumed to obtain the results:

- Packet arrivals to the network are Poisson with rate
�

.

- Packet length is fixed and is 1250 bytes.

- Transmission rate is 10 Gb/s.

- Switching time is 10 � s.

- Input traffic is uniformly distributed over all sender-receiver pairs.

- Shortest path routing is used to find the path between all node pairs.

Fig. 7.2 shows the 14-node NSF network on which the simulation was implemented.

We have tested the various threshold schemes described above on the NSF network. The

simulation was run until a finite number of packets were received at their destinations.

7.4.1 Single Threshold Without Burst Priority

In the case of a single class of packets and a single burst priority level, a single threshold

is used. The packet loss probability and the total number of contentions are analyzed for
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various loads and thresholds. From this single-threshold result we observe an optimum value

of threshold for a given load and for a given network, for which the probability of packet loss

will be minimum. Figures 7.3 and 7.4, give the performance of various parameters with DP

or SDP as the contention resolution policy at the core.

Fig. 7.3(a) and Fig. 7.3(b) plot the load versus the total number of burst contentions.

In this chapter, we simulate for 100 million ( � ��� ) fixed-size packets. We observe that, as the

load increases, the number of bursts in the network also increases, which leads to a higher

number of contentions. In Fig. 7.3(a), we illustrate the total number of contentions for fixed

threshold values of 100, 400, and 600 packets. We observe that the number of contentions

increases with increases in load. Also, the number of contentions increases as the threshold

value of the burst decreases. This result can be better understood by observing Fig. 7.3(b).

We also observe that the number of contentions is slightly higher when SDP is employed as

compared to when DP is used. The higher number of contentions is an effect of segmentation.

For every contention between two bursts in DP, one of the bursts is dropped. In SDP, when

the original burst is segmented, the contending burst continues forward in the network; hence

the segmented burst may collide with another burst during its journey toward its destination,

which in turn leads to a higher number of contentions in the networks.

Fig. 7.4(a) plots the total packet loss probability versus the load for threshold values of

100, 400, and 600 packets for both DP and SDP. We observe that a threshold of 400 performs

better than the other two selected threshold values, 100 and 600. Hence it is essential to find

an optimal threshold range to minimize loss. The need for optimal threshold can be better

understood by analyzing Fig. 7.4(b). Here we observe that the loss initially decreases, hits a

minimum value, and then begins to increase. The loss is minimal when the threshold value

is between 380-430 packets. The initial high loss can be attributed to the loss of packets

during the reconfiguration of a switch during contention resolution. The steepness in the

fall of packet loss is proportional to the switching time. As the switching time becomes

insignificant with respect to the burst size, the loss remains steady between the range 300-
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Figure 7.3. The graphs for DP and SDP with single threshold and no burst priority in the
network. (a) Total number of burst contentions versus load. (b) Total number of burst con-
tentions versus varying threshold values.
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Figure 7.4. The graphs for DP and SDP with single threshold and no burst priority in the
network. (a) Packet loss probability versus load. (b) Packet loss probability versus varying
threshold values.
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450 packets. After 450, the loss increases, since an increase in the threshold results in an

increase in the average number of packets lost per contention. We choose 400 packets to be

the optimal threshold value for the NSF network under a load range of 0 to 1 Erlang. The

optimal threshold may vary based on the nodal degree of the network as well as the load range

of the network.

7.4.2 Single Threshold With Burst Priority

For the case of two burst priorities and a single threshold, we evaluate the packet loss prob-

ability and the number of contentions for variations in load and threshold. The two burst

priorities are Priority 0 and Priority 1. Priority 0 represents higher-priority traffic. We use the

optimum threshold value obtained from Fig. 7.4(b) as the threshold value, since it minimizes

packet loss. Figs. 7.5(a)-(b) and 7.7, give the performance with SDP as the contention res-

olution policy in the OBS core. We assume that the input data arrival ratio of both class of

packets is the same.

Fig. 7.5(a) plots the total number of burst contentions versus load. We observe that, as

the load increases, the total number of contentions increases. Also, as the threshold increases,

the total number of contentions decreases, due to fewer bursts. Fig. 7.5(b) plots the packet

loss probability versus load for threshold values of 100, 400, and 600 packets for both burst

priorities. We observe that the packet loss for higher-class packets is significantly lower

than the packet loss for lower-class packets. We observe that, even with a higher number of

contentions, we achieve lower loss for higher-class packets due to segmentation.

The combined graph of packet loss probability for both Priority 0 and Priority 1 bursts

is plotted versus varying threshold values in Fig. 7.7. We observe that the loss of high-class

packets is lower than that of low-class packets. Also, we can see that the loss increases as the

threshold value increases beyond 400 packets. We observe that Priority 0 bursts have mini-

mum loss at threshold values of 400 and 600 packets, while Priority 1 bursts have minimal

loss at a threshold of 400 packets.
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Figure 7.5. The graphs for SDP with single threshold and two burst priorities in the network.
(a) Total number of burst contentions versus load. (b) Packet loss probability versus load for
different threshold values.
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Figure 7.6. The graphs for SDP with single threshold and two burst priorities in the network.
Packet loss probability versus threshold for both classes of packets at a load of 0.5 Erlang.
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Figure 7.7. The graphs for SDP with single threshold and two burst priorities in the network.
Packet loss probability versus threshold for both classes of packets at a load of 0.5 Erlang.
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In the following section, we will see that varying individual threshold values for each

burst priority results in better performance for both packet classes.

7.4.3 Two Thresholds Without Burst Priority:

In case of two threshold values with no priorities in the bursts, we evaluate the packet loss

probability and the number of contentions for variations in threshold. The results are shown

in Figs. 7.8(a)-(b). SDP is assumed to be adopted in the core, and the network load is 0.5

Erlang. The packet arrival rate for each class of traffic is identical.

Figure 7.8(a) plots the total number of burst contentions versus both threshold val-

ues. We observe that, as the threshold increases, the number of contentions decreases. In

Fig. 7.8(b) we observe the packet loss probability for different values of threshold. Since

there are no burst priorities in the network, during a contention, the burst length acts as the

priority; hence longer bursts have lower loss than shorter bursts. We observe that the packet

losses for the shorter burst is always higher than the packet loss for a longer burst. There-

fore, the two planes in Fig. 7.8(b) meet when both thresholds are equal. Since no priority is

incorporated into the network, the loss is symmetrical for bursts of both threshold values.

7.4.4 Two Thresholds With Burst Priority:

Figures 7.9(a) and (b) show the network performance with two burst priorities and two thresh-

old values, and with SDP as the contention resolution policy in the OBS core. We assume

that the input data arrival ratios of both traffic classes are identical. We observe the service

differentiation between the two different class of packets.

In Fig. 7.9(a) the total number of burst contentions is plotted versus both thresholds

at a load of 0.5 Erlang. We observe that the number of contentions decrease as the threshold

increases. Fig. 7.8(a) and Fig. 7.9(a) are similar with respect to the total number of burst

contentions. Fig. 7.9(b) plots the packet loss probability versus varying threshold values for

both priorities, under a load of 0.5 Erlang. We observe that the loss of high-class packets
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(a)

(b)

Figure 7.8. The graphs for SDP with two thresholds and no burst priority in the network
(a) Total number of burst contentions versus varying both threshold values. (b) Packet loss
probability versus varying both threshold values for both priorities.



156
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Figure 7.9. The graphs for SDP with two threshold and two burst priorities in the network
(a) Total number of burst contentions versus varying values for both thresholds. (b) Packet
loss probability versus varying threshold values for both priorities.
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remains constant for different values of Threshold 1. The loss of low-class packets decreases

as its burst size increases due to fewer contentions with higher-priority bursts. As the thresh-

old increases, the loss increases due to the increase in the average number of packets lost per

contention.

In general, we observe that the average packet loss probability in the network initially

decreases with the increases in burst length threshold, and reaches a minimum at the optimal

threshold value. After reaching the optimum threshold value, the average packet loss proba-

bility begins to slightly increase with the increase in burst length threshold. By performing

additional simulation, we have observed that when we run the simulator for 10 billion ( � �
�
� )

fixed-size packets, the average packet loss probability remains flat after reaching an optimal

threshold value. Hence, all burst which are greater than or equal to the optimal threshold

value will have minimum loss. Although, by increasing the burst length threshold, we are

reducing the load on the OBS control plane, we also have to consider the impact of increased

burst length on end-to-end packet delay.

7.5 Conclusion

In this work, we considered an OBS network which uses the DR technique with burst segmen-

tation. We investigated current timer-based and threshold-based burst assembly techniques,

and we introduced a new threshold-based burst assembly technique to provide differentiated

services for supporting QoS in the OBS network. We evaluated the relative performance of

different threshold-based schemes for various threshold values and burst priorities, and we

found that there is an optimal threshold value that minimizes the packet loss probability for a

given network at a given load. We found that the optimal threshold range is between 380-430

packets for the NSF network under a load which ranges between 0 and 1 Erlang. By using

fixed-size bursts of optimal threshold value, the packet loss can be minimized.
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INTERMEDIATE NODE INITIATED (INI) SIGNALING: A HYBRID
RESERVATION TECHNIQUE FOR OPTICAL BURST-SWITCHED NETWORKS

8.1 Introduction

Several signaling techniques have been proposed for transmitting data all-optically in an OBS

networks. To accommodate the dynamic resource reservation requests to transmit data bursts,

the signaling technique has to first find a route from the source to the destination, then sched-

ule the burst on a particular wavelength at each intermediate node. A detailed survey of the

signaling techniques using a generalized framework is discussed in Section 2.5.

The most commonly studied distributed signaling techniques are tell-and-wait (TAW)

and just-enough-time (JET). TAW is a two-way, acknowledgment based signaling technique

using explicit setup and release control messages. JET is a one-way based signaling technique

without acknowledgments that uses estimated setup and release burst header packets (BHPs).

In order to avoid converting to electronics in the core, all signaling techniques have an offset

time between the BHP and the corresponding data. The BHP may also specify the duration

of the burst in order to let a node know when it may reconfigure its switch for the next burst

[151], in addition to containing the offset time. The offset time allows for the BHP to be

processed at each intermediate node before the burst arrives at the intermediate node.

If we compare TAW and JET, the disadvantage of TAW is the round-trip setup time,

i.e., the time taken to set up the channel; however in TAW the data loss is very low. Therefore

TAW is good for loss-sensitive traffic. On the other hand, in JET, the data loss is high, but

the end-to-end delay is less than TAW. In TAW, it takes three times the one-way propagation

delay from source to destination for the burst to reach destination, whereas in the case of JET,

158
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the delay is just the sum of one one-way propagation delay and an offset time. There is no

signaling technique that offers the flexibility in both delay and loss tolerance values.

In an IP over OBS network, it is desirable to provide QoS support for applications

with diverse QoS demands, such as voice-over-IP, video-on-demand, and video conferenc-

ing. Several solutions have been proposed to support QoS in the OBS core network (refer

Section 2.9). There is no single technique that offers flexibility to support both delay-sensitive

and loss-sensitive traffic in the same OBS network. Also the existing schemes for QoS, such

as JET with additional-offset time for different classes of traffic, suffer from high blocking

probability. Also, the source node must estimate the offset times in order to support different

packet class requirements.

In this chapter, we propose a hybrid signaling technique called intermediate node ini-

tiated (INI) signaling, and extend the proposed technique to provide differentiated signaling

based on application requirements through differentiated INI (DINI) techniques. The DINI

technique provides differentiation without introducing any additional offset time.

The remainder of the chapter is organized as follows. Section 8.2 describes extensions

to the generalized OBS signaling framework proposed earlier in Section 2.6.1. Section 8.3

describes the proposed INI signaling technique. Section 8.4 extends the proposed INI sig-

naling technique to provide differentiated signaling based on application requirements. In

Section 8.6, we evaluate the end-to-end delay incurred by the different signaling techniques

in OBS. Section 8.7 provides numerical results from simulation, and Section 8.8 concludes

the chapter.

8.2 Extensions to the Generalized Signaling Framework

Signaling is a critical aspect that affects the performance of an network. For an OBS network,

signaling is an important issue, since the core does not have any buffering mechanism. In this

section, we extend the generalized signaling framework to include certain hybrid reservation

schemes. By using the signaling framework, we can carefully evaluate various design param-
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Figure 8.1. Generalized signaling framework.

eters before opting for a particular signaling technique, given the requirements of the data to

be transmitted. Let us first briefly review the different parameters of the previously developed

generalized signaling framework (Fig. 2.5). The following are the important parameters of

the generalized signaling framework:

- One-way or Two-way Connection Setup.

- Source-Initiated or Destination-Initiated Reservation.

- Persistent or Non-persistent Resource Request.

- Immediate Reservation or Delayed Reservation

- Explicit Release or Implicit Release

- Centralized or Distributed Signaling
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The details of each of the parameters are discussed in the Section 2.6.1. The following are

the additions to the generalized signaling framework (Fig. 8.1) presented in Chapter 2.

- One-way or Two-way or Hybrid (part two-way and part one-way) In the hybrid sig-

naling technique, the signaling is two-way based from the source to an initiating node

(IN), and one-way based from the initiating node to the destination. We shall discuss

this hybrid technique in detail in the next section. Based on the position of the initiating

node, different loss and delay characteristics can be obtained. If the initiating node is

closer to the source, performance is similar to one-way based techniques, such as JET,

and if the initiating node is closer to the destination, performance is similar to two-way

based techniques, such as TAW.

- Source-Initiated or Destination-Initiated or Intermediate-Initiated Reservation: In an

intermediate node initiated reservation, typically the resources are reserved similar to

destination-initiated reservation (DIR) from the source until the initiating node, and

similar to source-initiated reservation (SIR) from the initiating node to the destination

node.

In this chapter, we propose a new signaling technique, Intermediate Node Initiated

(INI) signaling, which takes into account the advantages of both TAW and JET, and which

provides the flexibility in meeting delay and loss tolerance requirements. The reservation

request is initiated at an intermediate node, called the initiating node (IN). In the first part of

the path, i.e., from source to the initiating node, the INI signaling technique works with an

acknowledgment for the BHP similar to TAW. In the later part of the path, from the initiating

node to destination, the INI signaling technique works without an acknowledgment, similar

to JET.



162

8.3 Intermediate Node Initiated (INI) Signaling

To overcome the limitations of TAW and JET, we propose the intermediate node initiated

signaling technique. In the INI signaling technique, a node between source and destination on

the path is selected as the initiating node. An initiating node is an intermediate node between

the source and the destination at which a channel reservation algorithm is run to determine

the earliest time that the burst can be sent from the source node and the corresponding earliest

times at which the nodes between source and the initiating node can be scheduled to receive

the burst. At the initiating node, the actual reservation of the channels starts in both directions

i.e., from the initiating node to the source and from the initiating node to the destination. The

selection of the initiating node is critical in the INI signaling technique.

Figure 8.2 illustrates the INI signaling technique. When a burst is created at the edge

node, a “SETUP” BHP is sent to the destination. The BHP collects the details of channels at

every node along the path until it reaches the initiating node. At the initiating node, a channel

assignment algorithm is executed to determine the time duration that the channels will need

to be reserved at each intermediate hop between the source and initiating node. A “CON-

FIRM” packet is then sent to the source node, which reserves channels along the path from

the initiating node to the source. If a channel is busy at any node, a “RELEASE” packet is

sent back to the initiating node to release previously reserved resources. If the “CONFIRM”

packet reaches the source successfully, then the burst is sent at the scheduled time. The IN

simultaneously sends an unacknowledged “SETUP” BHP towards the destination, for reserv-

ing the channels between the IN and the destination. If, at any node between the initiating

node and the destination node, the BHP fails to reserve the channel, the burst is dropped at

that node.

In TAW, there is an acknowledgment from the destination before the burst is sent from

the source, and in JET, there is no acknowledgment. In INI, there is an acknowledgment from

the initiating node, thereby decreasing the probability of blocking compared to JET. Also

since the burst waits at the source for a time less than the propagation delay from the source
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Figure 8.2. Intermediate Node Initiated (INI) Signaling Technique.
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Table 8.1. Summary of the different OBS signaling techniques.

Signaling Direction Initiation Reservation Release Delay Loss

TAW Two-way Src./Dest. Explicit Explicit High Low
TAG One-way Source Implicit Implicit Least High
JET One-way Source Implicit Implicit Low High
JIT One-way Source Explicit Explicit Low High
INI Hybrid Intermediate Exp./Imp. Exp./Imp. Flexible Flexible

to the destination, INI decreases the end-to-end delay compared to TAW. In the INI signaling

technique, if the initiating node is the source, then the signaling technique is identical to JET,

and if the initiating node is the destination, then the signaling technique is identical to TAW.

For the INI signaling technique, TAW and JET and the two extremes, so by appropriately

selecting the initiating node, we can implement TAW and JET by using INI. In INI, we can use

both regular reservation and delayed reservation. With delayed reservation the performance

of the signaling technique improves. In our simulations, we used delayed reservation.

Table 1 gives the summary of the three signaling techniques in terms of burst loss

probability and average end-to-end delay.

Illustration: Consider the path 2-4-5-7 in Fig. 8.3, with Node 2 as the source

and Node 7 as the destination. Here we have four possible initiating nodes including the

source and destination nodes. If we choose the source i.e., Node 2 as the initiating node,

then the INI signaling technique becomes JET. If we choose the destination i.e., Node 7 as

the initiating node, then the INI signaling technique becomes TAW. Other possibilities of

initiating nodes are Node 4 and Node 5. Let us consider Node 5 to be the initiating node and

observe how the INI signaling technique works. Node 2 sends the BHP to the next hop, Node

4, along with the channel availability information of the Link 2-4. Node 4 adds the channel

availability information of Link 4-5 and sends the BHP to the next node, Node 5. When

the initiating Node 5 gets the BHP, it runs a channel reservation algorithm to determine the
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earliest times at which the required burst can be served by the intermediate nodes between

the source and the initiating node, including both the source and the initiating node. A reply

packet, which reserves the channels at the intermediate nodes at the pre-determined times is

sent from initiating node to the source. As soon as the reply packet reaches the Source 2, the

burst is sent. The BHP sent from the initiating Node 5 to the destination reaches Node 7 and

configures Node 7 to receive the incoming burst at the corresponding time. Node 5 will not

send any acknowledgment back to the initiating node. The BHP sent from the initiating node

just reserves the available channels and proceeds in the forward direction from the initiating

node to the destination.

8.4 Differentiated Intermediate Node Initiated (DINI) Signaling

The INI signaling technique can be extended to provide QoS at the optical layer. It is possible

to implement multiple signaling techniques in the same network to provide differentiated

services, in order to support both loss and delay sensitive traffic, i.e., we can use TAW for

loss sensitive traffic, and JET for delay sensitive traffic. This approach of having a hybrid

core network with two different signaling schemes can only provide a coarse QoS guaranty.

In order to provide a finer level of QoS differentiation, we modify the INI scheme.

Using INI, we can satisfy both the loss and delay constraints of each specific appli-

cation by carefully selecting the initiating node. In general, for applications with delay con-

straints we choose the initiating node to be closer to the source node, such that the end-to-end

delay is less than the application-specified constraint. For applications with loss constraints,

we choose the initiating node to be closer to the destination node, such that most of the path

is two-way acknowledged.

Suppose we have to support three classes of traffic, say P0, P1, and P2, with P0 being

delay sensitive, P1 being both delay and loss sensitive, and P2 being loss sensitive. We can

use the source node as the initiating node for P0, the center node as the initiating node for P1,

and the destination node as the initiating node for P2, thus providing differentiated services

in the same OBS network.



166

8.5 Threshold-based Differentiated Intermediate Node Initiated (TDINI) Signaling

In the INI scheme ([152]), if we assume that the lengths of the burst are identical (fixed), the

burst loss probability is same as the packet loss probability. If we consider a scenario in which

the variance of the burst length (distributions) is very high, then the burst loss probability does

not accurately represent the packet loss probability. For example, if 10% of the total bursts

transmitted constitute 90% of the total number of packets being transmitted, it is important

that these 10% of the bursts (relatively larger bursts) arrive at their destinations safely. That is,

we would be better off losing the remaining 90% of bursts (relatively shorter bursts), which

constitute only 10% of the total number of packets than losing relatively larger bursts. It is

important to understand that low burst-loss probability does not necessarily translate into low

packet-loss probability.

We introduce threshold-based differentiated intermediate-node initiated (TDINI) sig-

naling [153], a variant of INI signaling in which the initiating node (IN) is determined based

on the burst length. In the TDINI scheme, for every burst that is to be transmitted between a

given source and a given destination, we choose one of the nodes on the path, from source to

destination, to be the IN based on the following function:

�
�
� � � 	�������� 
 � � � � 
 � ����� �

where
�

is the length of the burst to be transmitted,
�������

is the maximum burst length and � is

the number of hops from the source to the destination. The
� ��
 node from the source is chosen

to be the IN. In simpler words, the IN for lengthy bursts will be closer to the destination while

the IN for shorter bursts will be closer to the source.

In the TDINI scheme (as in the case on INI), the BHP that is sent from the source

collects the channel availability information at every node along its path until it reaches the

IN. At the IN, a channel assignment algorithm is used to determine the time intervals for

which each channel between the source and the IN needs to be reserved. The IN sends a

“REPLY” packet to the source, which reserves the channels along the path from the IN to the
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source for appropriate time intervals. If, in the case a channel is busy, a “FAIL” packet is sent

to the IN asking it to release the already reserved resources. If the “REPLY” packet reaches

the source successfully, then the source transmits the burst at the scheduled time. In the mean

time, the BHP traveling from the IN to the destination reserves the channel along the path

from the IN to the destination similar to JET scheme.

Ideally, we want larger bursts to reach the destination safely in order to reduce the

packet-loss probability. Our idea of using burst-lengths to determine the IN that reduces the

probability of dropping a lengthy burst, which in turn guarantees lower packet-loss proba-

bility. For longer bursts, the IN will be closer to the destination node, which means that a

greater part of the path will be acknowledged, thereby guaranteeing a higher success rate.

For smaller bursts, the IN will be closer to the source node, which means that greater part of

the path will be un-acknowledged, thereby resulting a high burst-loss probability. But since

smaller bursts constitute fewer packets compared to the total number of packets, there should

not be any paramount concern about losing smaller bursts.

8.6 Analytical Delay Model

In this section, we develop an analytical model for evaluating the delay characteristics of

each OBS signaling techniques. We assume that fixed shortest-path routes,
� � � , are calcu-

lated by each source-destination pair; no optical buffering (FDLs) or wavelength conversion

is supported at core nodes. Without loss of generality, we investigate a network with a sin-

gle wavelength per fiber. The model can be directly extended to multiple wavelengths per

fiber. Due to the absence of wavelength converters, multiple wavelengths in each fiber can

be thought of as multiple layers of the network, with one layer for each wavelength. It is

important to compare the end-to-end delay of each signaling technique, such as JET, TAW,

and INI. We begin by defining the following notation:

� � � 
�� : burst header packet (BHP) processing delay at each OBS node. We assume that

the processing delays of different signaling messages, such as “SETUP”, “RELEASE”,
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and “CONFIRM”, at all the nodes are identical.

� � ��� : switching time required to reconfigure the optical cross-connect at each OBS node.

� � 	���� : burst aggregation delay based on the assembly technique adopted at the ingress

OBS node.

� � � : data burst transmission time.

� � � � : Offset time, the fixed initial time between the out-of-band BHP and the data burst

at the Ingress node.

� � � �
�

: Propagation delay on the fiber between Node 
 and Node # .

The typical values of � � �
�

is 5 � s/km, � � 
�� is hundreds 	 s, and � ��� is few � s.

We first calculate the average end-to-end packet delay,
��� ��� , incurred by each signal-

ing technique.
��� ��� is the duration from the instant the first packet arrives at the ingress node

to the instant the burst is completely received at the destination. Consider a route with 	 hops

to the destination.

(a) Just-Enough-Time (JET) or Just-In-Time (JIT):

In Just-Enough-Time (JET) or Just-In-Time (JIT), the end-to-end delay is given by

the sum of the burst aggregation time, the offset time, the burst transmission time, and the

data burst propagation time.

��	�
 � � ��	 � � � � 	
��� � � � � � � � �
��� � � ��� ��� � � �� (8.1)

where,

� � � � 	 � � 
�� � � ��� � (8.2)

If we consider Tell-and-Go (TAG) signaling technique, there is a slight variation in the delay

parameters, the offset time, � � � � � , and there is an additional compensating per-hop FDL
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delay, ��� � � equivalent to the �)� 
�� � � ��� , that is provided by input FDLs to all the data channels

at each node, so as to compensate for the control header processing and switching delay.

� � � � � � 	
��� � 	 ��� � � � � � �
��� � � ��� ��� � � �� � (8.3)

(b) Tell-and-Wait (TAW):

In Tell-and-Wait (TAW), the end-to-end delay is given by the sum of the burst aggre-

gation time, the round trip connection setup time, the burst transmission time, and the data

burst propagation time. Additional offset time may be required, if the sum of the per-hop

BHP processing times at all the intermediate nodes plus one switch reconfiguration time is

greater than the round-trip connection setup time. Therefore,

� � � � � � 	���� � �
��� � � � � ��� � � �� � � � � � � � � (8.4)

Also,

� � � � � 

� �

��� � � ��� ��� � � �� � � 	 � � 
 � � 
�� � � ��� � (8.5)

(c) Intermediate Node Initiated (INI):

In INI, the end-to-end delay is given using a combination of the delay equation of

TAW and JET. The end-to-end delay in INI also depends upon the location of the initiation

node (IN), � , the burst aggregation time, the burst transmission time, and the data burst prop-

agation time. Let
�

is the number of hops between the source and IN, and � is the number of

hops between IN and destination node.

� �
�
� � � 	���� � �

��� � � ��� � � � � �� �
��� � � ��� ��� � � �� � � � � � � � (8.6)

where,

� � � � � 

� �

��� � � � � � � � � �� � � � � 
�� � � ��� (8.7)
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Figure 8.3. 14-node NSF USA backbone network topology (distance in km).

else,

� � � �
�
� � � 
�� � � ��� 
 � �

��� � � ��� � � � � �� � (8.8)

If
�

= 	 , then delay is same as TAW, and if
�

= 0 or � = 	 , then delay same as JET (or

JIT).

Hence,
��	�
 � � � �

�
� � � � � � � (8.9)

8.7 Numerical Results

In order to evaluate the performance of the INI signaling technique, a simulation model is

developed. Burst arrivals to the network are Poisson, with exponentially distributed burst

length, with average burst length of 0.1 ms. The link transmission rate is 10 Gb/s. Each

packet is of length 1250 bytes. The switching reconfiguration time is 0.01 ms. There is

no buffering or wavelength conversion at nodes. Retransmission of the lost bursts is not

considered. Figure 8.3 shows the 14-node NSFNET on which the simulation is implemented.

Figures 8.5(a) and 8.5(b) plot the burst loss probability and average end-to-end delay

versus load when the initiating nodes are taken as source (SRC), first-hop (Hop-1), second-

hop (Hop-2), third-hop (Hop-3), and destination (DST) respectively. In Figs. 8.5 (a) and
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Figure 8.4. (a) Burst loss probability versus load, and (b) Average end-to-end delay versus
load, for JET, TAW, and INI with the initiating node is at the center hop.



172

(a)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

10
−3

10
−2

10
−1

10
0

Load (in Erlang) −−−−>

B
ur

st
 L

os
s 

P
ro

ba
bi

lit
y 

−
−

−
−

>

DST (TAW)
SRC (JET)
HOP−1
HOP−2
HOP−3

(b)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

110

120

130

140

150

160

170

Load (in Erlang) −−−−>

A
ve

ra
ge

 E
nd

−
to

−
E

nd
 D

el
ay

 (
in

 m
s)

 −
−

−
−

>

DST (TAW)
SRC (JET)
HOP−1
HOP−2
HOP−3

Figure 8.5. (a) Burst loss probability versus load, and (b) Average end-to-end delay versus
load, when the initiating nodes are source, first hop, second hop, third hop, and destination.
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8.5 (b), only paths that are more than or equal to three hop counts are considered to show

the effect of INI signaling technique. We observe that the loss probability decreases as the

initiating node moves away from the source. If the initiating node is chosen closer to the

source, a greater part of the path is unacknowledged, which leads to a higher loss probability.

On the other hand, if the initiating node is chosen closer to the destination, a greater part of

the path is acknowledged, which leads to a lower loss probability. We also observe that the

delay increases proportionally to the increase in distance between the initiating node and the

source, since the path from source to the initiating node is acknowledged, and hence incurs a

higher round-trip delay. Also, the values of loss and delay when the initiating node is at the

source and the destination are consistent with JET and TAW respectively.

Figures 8.6(a) and 8.6(b) plot the burst loss probability and average end-to-end delay

versus load for the three priority bursts. We observe that P2 suffers the least loss, while P0

incurs the least delay, and P1 experiences loss and delay between the values of P0 and P2. For

comparable values of offset time, we found that INI out-performs the traditional offset-based

QoS scheme [95]. In the offset-based scheme, the source has to estimate the additional-offset

to provide differentiated services, while in INI, the initiating node has the channel availability

information of all nodes between itself and the source. Also, the data burst does not enter the

network until resources have been reserved between the source node and the initiating node.

Figures 8.7(a) and (b) depict load versus packet loss probability and average end-to-

end delay, respectively using TDINI. We classify the bursts into three groups based on their

lengths, namely, large-size bursts (top 1/3), medium-size burst (mid 1/3), and small-sized

bursts (lower 1/3). We observe that the packet-loss probability of longer bursts is much lower

than that of the shorter bursts. As a trade-off, the longer burst lengths have higher average

end-to-end delay, since a larger portion of their path is two-way acknowledged and vice versa.

Medium-sized bursts enjoy average loss and delay performances.
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Figure 8.6. (a) Burst loss probability versus load, and (b) Average end-to-end delay versus
load, when the initiating nodes is source, center hop, and destination in the same network to
provide differentiation through signaling.
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load.
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8.8 Conclusion

In this chapter, we introduced the intermediate node initiated signaling technique for an OBS

network. The INI signaling technique provides flexibility during channel reservation based

on the type of data to be transmitted. The packet loss probability of INI is less than that of

JET and the end-to-end delay is less than that of TAW. Hence, the proposed hybrid technique

is a flexible solution suitable for handling the varying traffic demands of the next-generation

optical network.

TAW and JET are discussed in detail, and the advantages and disadvantages of each

technique are discussed. We introduced a new signaling technique for optical burst switching,

intermediate node initiated signaling. We described the working principle of the INI signaling

technique, and its advantages over existing techniques such as TAW and JET. Through simu-

lation, we showed that the INI signaling technique performs better than TAW and JET and the

generalized INI framework includes both TAW and JET. We also showed how the Differenti-

ated INI signaling technique can be used to provide QoS and verified the technique through

simulations. For comparable values of offset-time, we found that DINI out-performs the tra-

ditional offset-based QoS scheme. Another extension of INI, referred to as Threshold-based

DINI has also been proposed to differentiate traffic (bursts) based on their burst lengths.



CHAPTER 9

CONCLUSION

The amount of traffic being transmitted over existing networks is rising at an unprecedented

rate, and telecommunications and data communications companies are racing to provide the

means for meeting these demands. Optical burst switches are the engines for high-speed

Internet transport on optical networks. Optical burst switching combines the advantages of

packet switching and circuit switching in a single network. Data and control information

are sent through different wavelength channels in a WDM system. When bursts and headers

are sent separately on different channels, new protocols are necessary to avoid burst loss. In

this dissertation, we presented several architectures and protocols for solving some of the

fundamental challenges faced by optical burst-switched networks. In this chapter, we will

summarize the contributions of this work, and we will provide some directions for future

research.

9.1 Summary of Contributions

In Chapter 2, we provided a survey of the current literature on the fundamental issues in op-

tical burst switching, such as network architecture, burst assembly, routing and wavelength

assignment, edge scheduling, signaling, channel scheduling, contention resolution, and qual-

ity of service.

In Chapter 3, we introduced the concept of burst segmentation for contention resolu-

tion in optical burst switched networks, and we investigated a number of different policies

with and without segmentation and deflection. The segmentation policies perform better than

the standard dropping policy, and offer the best performance at high loads. The policies which

177
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incorporate deflection tend to perform better at low loads, while deflection is not as effective

at high loads.

In Chapter 4, we considered burst segmentation and FDLs with wavelength conver-

sion for burst scheduling in optical burst-switched networks, and we proposed a number of

data channel scheduling algorithms for optical burst-switched networks. The segmentation-

based scheduling algorithms perform better than the existing scheduling algorithms with and

without void filling in terms of packet loss. We also introduced two categories of schedul-

ing algorithms based on the FDL architecture. The delay-first algorithms are suitable for

transmitting packets which have higher delay tolerance and strict loss constraints, while the

segment-first algorithms are suitable for transmitting packets which have higher loss toler-

ance and strict delay constraints. An interesting area of future work would be to implement

the preemptive scheduling algorithms for providing QoS support in the optical burst-switched

networks.

In Chapter 5, we introduced the concept of prioritized contention resolution through

prioritized burst segmentation and deflection to provide QoS in the optical burst-switched

core network. The prioritized contention resolution policies can provide QoS with 100%

class isolation without requiring any additional offset times. An analytical model for prior-

itized burst segmentation was developed to calculate the packet loss probabilities for a two-

priority network, and the model was verified through simulation. The high-priority bursts

have significantly lower losses and delay then the low-priority bursts, and the schemes which

incorporate deflection tend to perform better than the schemes with limited deflection or no

deflection. Also, prioritized burst segmentation is easily scalable in order to support multiple

priorities in an all-optical burst-switched network.

In Chapter 6, we introduced the concept of composite burst assembly to handle the dif-

ferentiated service requirements of the IP packets at edge nodes of the optical burst-switched

network, and we described a generalized framework for burst assembly.We considered four

different burst assembly approaches and evaluated their performance in terms of delay and



179

loss. We observe that approaches with composite bursts perform better than approaches with

single-class bursts with respect to providing differentiated QoS for different classes of pack-

ets. This was verified by the analytical model results. The developed model can be useful

for selecting the class ratios for composite bursts in a manner which can satisfy the packet

loss requirement. In order to further reduce the packet loss, the proposed techniques can be

employed in conjunction with all-optical wavelength conversion and buffering through fiber

delay lines.

In Chapter 7, we considered an OBS network which uses the DR technique with

burst segmentation. We investigated current timer-based and threshold-based burst assembly

techniques, and we introduced a new threshold-based burst assembly technique to provide

differentiated services for supporting QoS in the OBS network. We evaluated the relative

performance of different threshold-based schemes for various threshold values and burst pri-

orities, and we found that there is an optimal threshold value that minimizes the packet loss

probability for a given network at a given load. We found that the optimal threshold range

is between 380-430 packets for the NSF network under a load which ranges between 0 and

1 Erlang. By using fixed-size bursts of optimal threshold value, the packet loss can be mini-

mized.

In Chapter 8, we introduced the intermediate node initiated signaling technique for

an OBS network. The INI signaling technique provides flexibility during channel reservation

based on the type of data to be transmitted. The packet loss probability of INI is less than

that of JET and the end-to-end delay is less than that of TAW. Hence, the proposed hybrid

technique is a flexible solution suitable for handling the varying traffic demands of the next

generation optical network. We described the working principle of the INI signaling tech-

nique, and its advantages over existing techniques like TAW and JET. Through simulation,

we showed that the INI signaling technique performs better than TAW and JET. We also

showed how the Differentiated INI signaling technique can be used to provide QoS and ver-

ified the technique through simulations. For comparable values of offset-time, we found that

DINI out-performs the traditional offset-based QoS scheme.
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9.2 Future Work

The following are some of the possible areas of future work based on individual chapters in

the dissertation.

In Chapter 3, we have considered only one alternate output port for deflection, an area

for future work is the investigation of policies which consider multiple alternate output ports

and in which the selection criteria is based on load and shortest path may also be considered.

An interesting area of future work for channel scheduling (Chapter 4), would be to

implement the preemptive scheduling algorithms for providing QoS support in the optical

burst-switched networks. Also, to effectively evaluate the quality of service offered by various

priority policies, a retransmission scheme for dropped packets could be implemented in order

to measure end-to-end delay. A reasonable approach would be to implement a TCP layer on

top of the optical burst-switched layer. In such an implementation, it would also be useful

to evaluate how TCP layer congestion control schemes react to and interact with various

contention resolution schemes [154, 155, 156, 157, 158].

In Chapters 5 and 6, in order to further reduce the packet loss, the proposed tech-

niques can be employed in conjunction with all-optical wavelength conversion, and buffer-

ing through fiber delay lines. Also, extending the proposed assembly framework to handle

variable-sized packets is important. Composite burst assembly is also very important when

the core network supports both multicast and unicast application. In this situation, the edge

has to differentiate the arriving packets based on their destination egress nodes, their quality

of service class, and also based on whether they are multicast or unicast applications.

Possible areas of future work in Chapter 7 are to analyze the end-to-end delay for the

threshold-based schemes, to evaluate the performance in the case of more than two packet

classes, and to investigate timer-based assembly techniques to support delay-based QoS. By

combining both timer-based and threshold-based scheme, it may be possible to provide min-

imal loss while also guaranteeing end-to-end delay.
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In Chapter 8, an area of future work is to study the performance of the INI signal-

ing technique with wavelength conversion in a multi-wavelength system and combine with

deflection of BHPs during signaling to improve channel utilization and monitor the delay

trade-off. Also, the performance of INI can be improved by implementing void filling, i.e.,

utilizing channel gaps between existing reservations, for reservation. Also, to develop accu-

rate analytical loss and delay model for both INI and DINI.

9.3 OBS: Candidate for Supporting the Next-Generation Optical Internet

As the Internet continues to experiencing enormous growth, it will be expected to support a

growing number of applications, such as Internet telephony, video conferencing, and video

distribution. To support these different applications, the underlying network must be capa-

ble of not only providing the required bandwidth, but also providing guarantees with respect

to quality of service, security, and fault tolerance. A WDM network can provide the nec-

essary bandwidth to support a wide range of multimedia Internet services; however, further

work is required towards the development of new switch and router architectures, along with

appropriate protocols, to enable service guarantees.

Optical burst switching (OBS) is one of the most promising transport technologies for

supporting the next-generation optical Internet. Since OBS has the versatility of supporting

long duration connections request (similar dynamic lightpaths requests) using two-way based

signaling techniques, such as TAW and INI (destination as initiating node), and at the same

time OBS can support short duration requests (similar to packets) using one-way based sig-

naling techniques, such as TAG, JET, JIT, and INI (source as initiating node). There is a need

for continued research so as to understand several fundamental issues, such as TCP over OBS,

fault tolerance in OBS, and security in OBS networks. In order to keep pace with the devel-

opment of new applications, such as grid computing and peer-to-peer computing, we must

develop and take advantage of new technologies so that we can ensure that this tremendous

growth will continue well into the future.
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