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Abstract— Wireless sensor network (WSN) is a network con- Section V analyzes the response-time for different basioest

sisting of several nodes equipped with sensors that coopéfeely  placement scenarios. Section VI presents the simulatiritee
monitor physical conditions. WSNs are being used in many and Section VIl concludes the paper
monitoring applications. In this paper, we present a new appach )

to perform coordinated activation and reporting (CAR) for
energy-efficient target monitoring (detection, tracking, and re- Il. PROBLEM DESCRIPTION

porting) in WSNs. Our approach aims to minimize the reSponse 110 hag heen a lot of research on target-tracking in WSNs
time by activating sensors (from sleep-mode) that are along

the target's path, and then forwarding the information to be 4] [5]. [6], [7]. Most research papers focus on developing
reported to the base-station from these sensors along thersa prediction algorithms for accurate tracking of the target
coordinated path. If we are unable to meet the response-time path. While some papers focus on developing selective node-
deadline using a coordinated path, we split the tracking pat  activation algorithms that awaken sensors along the pietlic

and the reporting path in to independent paths, so that the : ) :
base-station is reported within the response-time deadle We path of the target from their sleep-mode, wherein all theesod

perform extensive simulations on different sample targepaths, N the network are in sleep-mode except the active boundary
and compute average response-time and network lifetime foeach Sensor-nodes. Target tracking algorithms mostly cona@ntr
scenario. We also investigate the problem of optimal basdation on optimizing accuracy of the target positions by reducing
placement, so as to improve the average response-time in thethe difference between the actual path of the target and the
network. estimated positions based on the computations. The primary
Keywords: Wireless sensor networks, target monitoringnotivation behind our work is to develop a framework for
and response-time. real-time target monitoring, an approach that not onlyksac
the target accurately, but also keeps the response-tintesto t
I. INTRODUCTION base-station minimal. To the best of our knowledge, there is
A wireless sensor network is comprised of a group (ﬁoresearc_h work on_performi_ngtarget monitoring with ac!;tri
specialized microcomputers intended to monitor and recdigfPonse-time deadline. In this work, response-time isieléfi
conditions at diverse locations. The network consists of mihe difference between the initial detection-time and first]
tiple detection points called sensor nodes, each of which"@Porting-time at the base-station.
small, inexpensive, lightweight, and portable. Every sens
node is equipped with a transducer, microcomputer, trans- Ill. RELATED WORK
ceiver, and power source. The power for each sensor nodehere have been several different approaches to perform
is usually derived from a battery. The transducer generatgscurate target-tracking using WSNs. The following are som
electrical signals based on sensed physical phenomena. dhehe representative works on target-tracking.
microcomputer processes and stores the sensor output. The

transceiver receives commands from a central computer e}&ldTracking Moving Targets in a Smart Sensor Network [8]
transmits data to that computer [1]. The following are the’

characteristics of a sensor network: The goal of this protocol is to track and to predict the
ovement of a target and eventually alert the sensors tkat ar

« Sensor nodes are limited in power, computational caparIT]— ) S
ities, and memory [2]. close to the predicted path of the target. Hence, each hati

« Sensor nodes are densely deployed. Eensglr ntodg Its etqtuhlppted thth apprﬁ)prlatte setnso:y (.jteVgI.Et(S)

« Sensor nodes are prone to failures. € able 1o detect Ine target as wetl as 1o estimate 1ts dstanc

. Sensor network topology changes frequently based on the sensed data. The sensors that are triggeres by th
: rget collaborate to predict its course. Then the sensdeso

. -
« Number of sensor in a sensor network can be much hig Er . .
than nodes in an ad hoc network. q at lie close to the predicted course of the target areelert

o . . . . This alert is meant to serve as a trigger to activate addition

Target monitoring involves detecting an object by its warar on-board sensors
sensor signature, tracking its path over a period of time an(q '
then submitting the recorded information to a central cot@pu ) ) ) ) _
Target monitoring is one application that can benefit from trf- CO-operative Target-Tracking with Binary-Detection [3]
characteristics of sensor networks [3]. This is a simple distributed tracking algorithm that record

The rest of the paper is organized in the following mannehe time instances when each sensor detects the object and
Section Il outlines the problem description and Section Ithen performs line-fitting on the resulting set of pointstéad
describes the related background work on target-traci8eg- of looking at a single position measurement, the algorithm

tion IV discusses the real-time target monitoring framekworconsiders the path of a moving object composed of a sequence



of positions over a period of time. The only requirement for « R+/2: transmission range of any node in the network.
this protocol is that the density of sensor nodes be highgmou « ¢': Packet transmission delay given by— % whereL

for the sensing ranges of several sensors to overlap. Theeut is the packet length ant; is the transmission rate.
of this cooperative tracking algorithm is as follows: « tV(n;j,ni): propagation delay between any pair of nodes
1. Each node records the duration for which the i and) nk on the same row/column is given by,
object is in its range. Sl where0 < (4,7) < 5 and0 < (k1) <5
2. Neighboring nodes exchange these durations and andc is the transmission speed.
their locations. e t5(nij,np): propagation delay between diagonally adja-
3. For each point in time, the object’s estimated cent nodesu;; andnyy, is given by’w' where
position is computed as a weighted average of the ¢ is the transmission speed.
detecting nodes locations. « t5(B;,n;;): propagation delay between the reporting node
4, A Iine—fitting algorithm is run on the resulting set n;; and base-statiofs;, where areporting nodes is any
of points. node one-hop distance away from the base-station and is
In this paper, we adopt the co-operative target-trackinip wi responsible for reporting data to the base-station.
binary-detection algorithm presented in [3]. « t%(n;;): initial-detection time at first boundary node; .
IV. REAL-TIME TARGET MONITORING ot is the response-time, i.e., time at which the base-

station B; detects the target.
r: target speed (in meter/second).
« t;: target sensing interval (in second).

The current research literature focuses primarily on targe .
detection, accurate estimation of the target’s path overmg
of time, and performingion-real-time reporting to the base-
station. Non-real-time reporting occurs when the bastesta _
is not along the path of the target, and hence enormous tifeASSumptions
overhead is involved to report the data to the base-station. All nodes in the network know their locations and have
Real-time target reporting critical in real-time applicats, their clocks synchronized.
such as missile defence and other environment monitoring. Sensing range of adjacent nodes along the same
applications, is ignored in most of the existing algorithms  row/column in the grid overlap.

Our goal is to implement real-time target reporting instead « Target sensing interval is assumed to be greater than
of non-real-time target reporting. We achieve real-tinmges or equal to the propagation delay between any pair of
monitoring by meeting a preset response-time deadlines Thi  adjacent nodes; > max(t], 5, t%).

implies that given a response-time deadline, target mond@o  « All target paths assumed to be straight lines at some
should not exceed the deadline. To accomplish this, our-algo angle,é.

rithm performscoordinated activation and reporting (CAR) as « A node after sensing and detecting, forwards its con-
long as data can be sent to the base-station within the respon  structed data packet to at most one, amongst all of the
time deadline, after which target tracking and reportingh neighboring nodes.

base-station are done independently in real-time. Coatéth  « Queuing delay is negligible.

activation and reporting aims to minimize the responsetim  Activation delay is negligible.

and energy overhead by activating only sensors that argal@hsed on the framework parameters, the response-tigng (
the target's path [9], [10], [11], [12]. can be optimized for different base-station positions. \tf n

We develop a framework to model real-time target monitogya|yate ten different base-station placement scenasiahé
ing. The following are the important parameters and assumps, 6 network.

tions.
V. BASE-STATION PLACEMENT SCENARIOS. NUMBER

AND LOCATION
A. Parameters

1) Network Parameters:
o 6x6 grid network topology with 36 nodes.

Fig. 1 represents three base-stations, one at northwest cor
ner, one at the mid-west and one at the center of the network.
, In this section, we analyze the impact on the response-
« Nodes are static. _ _time by considering different scenarios for single basgiet
« Nodes are equidistant from each other, i.e., distangg cement. Then we increase the number of base-stations to

between any pair of nodes;; and ny is given by, g, ther evaluate the impact on the response-time. We censid

d(nij,nw) = /(k—i)?+(—j)> where 0 < 10 gifferent scenarios for using one through five baseestati

(4,7) < 5 and0 < (k1) < 5. This implies distance i, yhe network. In a single base-station network, we analyze

between any pair of nodes on the same row/colum# isyree scenarios. First scenario by placing the base-statio
meters and those diagonally oppositelis/2 meters. o northwest corner, second scenario by placing at the mid-
2) Transmission Parameters: west and third scenario by placing at the center of the nétwor
« R: sensing range of any node in the network, i.e., aWVe also analyze three scenarios in a two base-station networ
object at any Poinp; in (z; —rs,y; —ry) < p; < (x; + The first scenario is placing them at the northwest corner and
ry £ R,y; +ry £ R), where0 <r,,r, <R and @;, y;) mid-west, second scenario is placing them at the northwest
are the coordinates of the sensor Nodg, is detected. corner and southeast corner and third scenario is placemg th
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Fig. 1. Base-station placements in the grid.

at the northwest corner and center. For three base-statidie@gonal of the grid for tracking and further increases due
case, we consider two scenarios. First scenario is plabgmt to non-real time reporting to the base-station. There afg on
at the northwest corner, mid-west and southeast corner dad target paths that originate near the base-station ald vi
second scenario is placing them at northwest corner, gentetow response-time. We obtain the same analysis by symmet-
and southeast corner. We also consider a single scenariorfoal placement of base-stations (at Northeast, Southwaesit
four base-stations by placing one at each corner of the mktw&outheast corner). In the second scenario, we place the base
and then a single scenario for five base-stations with onessation at the mid-westHs,) instead of northwest corner. As
each corner and one at the center of the network. Also dcan be seen in Fig. 1, Path 3 taken by the target provides for
to the symmetrical placement of base-stations, we evdptuad low response-time. But Path 4 of the target results in a high
evaluate 31 scenarios. We describe the analysis by comgideresponse-time as non-real time reporting has to be perfbrme
specific target paths as indicated in the Fig. 1. Each ppint ( Thus, we can intuitively say that this kind of an organizatio
on the path represents sampling of the target after a defirdmmes not provide significant improvements on response-time
sensing interval. as compared to a single base-station at northwest corner. By
Consider a scenario where we have a single base-statiosyanmetry we obtain the same response-time performance for
the northwest cornerH;) of the grid. We can observe thatbase-station placements at Mid-east, Mid-north, and Miatts
for the Path 1 taken by the target, the response-time is vafythe grid. In the third scenario, we place the base-staiton
less as the target originates near the base-stafigl. (The the centerB3) instead of mid-west of the grid. We can observe

response-time can be given by the following equation, that for Path 5 taken by the target the upper bound response-
time is less as compared to the previous two organizations.
v gd( . p e . L. - .
By = U (its5) + L5(n(i45,), Br)- @ As the base-station is in the center of the network, it lies in

On the other hand, we observe that for target Path 2 tie path of the target, and hence we can reduce on non-real
response-time is very high if we perform non-real time rdime reporting. Thus, for an uniform set of target paths the
porting to send the data to the base-station. Evaluating #eper bound on response-time is equal to half the lengtheof th

equation for the Path 2 of the target, diagonal of the grid and the lower bound on the response-time
. increases to the number of hops required to reach the base-
v ) + 3o B (Migs ks g5 k1) station placed at the center. We also analyze seven bagmsta

B Zi:o (it ke, ks Mkt 1,j4+k+1) + t§(n<i+5,j),B1). placement scenarios for two, three, four, and five bas@stat

2) in the network. The performance characteristics for alb¢he
Thus, for an uniform set of target paths we can observe thafenarios are simulated in the next section VI. Also, it ta-in
for most of the target paths, not originating near the basgve to observe that as we increase the number of basesssati
station, the response-time is very high. The upper bound @ response-time decreases. It is also oblivious thatdbke ¢
the response-time duration is proportional to the lengtthef



factor increases as the number of base-stations incrdases. number of base-stations further reduces the average respon

to page limitations, we have restricted the detailed amaips time. Consider the graph for response-time deadline of 0.4
this section to the three different single base-stationages. seconds, we see that the average response-time for a single
For a detailed description and evaluation of all the 31 séesa base-station at the center is lower than placing two base-
refer to the technical report [13]. stations (one at the northwest corner and other at the mad-we
of the grid). This indicates that merely increasing the namb

VI. SIMULATION RESULTS : .
. o of base-stations does not necessarily reduce the response-
In order to evaluate the real-time target monitoring wet&egjme e also need to intelligently place the base-stations

a grid topology framework described in Section V. For thg, the network. We observe that for response-time deadline
simulations, we have taken a grid network of 36 sensors glacg o g seconds, Point Q is 14.72% less than Point P and
at a distance of 100 m from each other. The transmission rangignt R is 12.5% less than Point Q. This clearly indicates
is 100 v/2 m and sensing range is 100m. The sensing interylht having a single base-station at the center provides for
is 0.1 second and target speed is 1250m/s. Transmissiofstimgaximum reductions on response-time and additional base-
0.1 second. Activation and propagation delays are assumediations provides further reductions. Similarly, Point § i

be negligible. We compute the average response-time, g&ergg 504 |ess than Point R. Having five base-stations (one at

energy overhead and average blocking probability using 3@ch corner and one at the center of the grid), provides the
uniform target paths. The 36 target paths are composed of & response-time.

16 possible directions Fig. 2 with slight variations of taeget  rig 5 jljustrates the average energy overhead involved at
originating point and the slop@ each node for non-real time reporting, real-time reporting
« Average response-time is defined as the ratio of thgd the different base-station organizations.We obsdrae t

response-time required for the target paths to the toi@dn-real time reporting results in increased average gnerg
number of simulating paths. overhead per node as compared to real-time reporting with
« Average energy overhead is defined as ratio of the energyesponse-time deadline of 0.8 seconds. This is because the
utilization for all the target paths to the total number ofarget paths that do not have a base-station along their path
simulating paths. The energy utilized per hop is propoihcur substantial energy overhead for independently sendi
tional to d(n;;, nr)?, whered(ni;, ny) is the distance the data to the base-station. This overhead is reduced by
between nodes;; andny;. performing real-time reporting where sending of data to the
« Average blocking probability is defined as the ratio of thpase-station can happen before the target actually regdlches
number of target paths that cannot be tracked within th@undary of the network. However, it is interesting to néit t
response-time deadline to the total number of simulatinge energy overhead keeps on increasing as we further reduce
paths. the response-time deadline. This is because as we reduce
Fig. 3 represents the best-case and worst-case paths oftlieeresponse-time deadline, the time to cooperativelkimngc
target when non-real time reporting is performed. The grapimd reporting data to the base-station reduces. This glearl
indicates the response-times for the best-case and wasst-dndicates that we need to perform coordinated tracking and r
target paths for each base-station organization scenédais porting of the target until a break-way point after whichyesir
label in the graph indicates the placement of base-stationssensing and data reporting are performed independentg, Al
the network. As seen in Fig. 3, the value of best-case fae can observe that having optimal base-station organizati
response-time is highest when a base-station is at thercemted increasing the number of base-stations help subdtantia
as compared to all the other cases. This is because for aegluce the average energy overhead, resulting in increase
path taken by the target a minimum number of hops (two oetwork lifetime. However, increasing only the number of
three) are required to send the data to the base-statioreashthse-stations without their optimal placement increabes t
center. However, the worst-case response-time is low wieeneenergy overhead, as seen in Fig. 5. It is interesting to etk t
at least one of the base-stations is at the center of the netwa@xcept for a response-time deadline of 0.2 seconds, thgener
This is because the center base-station lies along the pattowerhead is high for a network having four base-stationket t
any target, and hence reporting of data can be done beforeltbendary of the network as compared to having three base-
target reaches the boundary of the network. stations with one of them at the center. This is because, in
Fig. 4 represents the average response-time for 36 diffénre former case, most target paths report data to the base-
ent target paths simulated for each base-station orgamzatstation using more hops as the base-stations are placed at
scenario. We have simulated 36 different target paths by cdhe network boundary. Moreover, decreasing the respomse-t
sidering all the target directions stated in Fig. 2 at sontgean deadline beyond a certain point (say 0.2 seconds) incrélases
We observe from the graph that non-real time reporting hasergy overhead even when a base-station is at the center of
the highest response-time as compared to real-time ragortithe network.
Also, as the response-time deadline decreases the averadég. 6 illustrates the average blocking probability. Foe th
response-time also decreases. different base-station scenarios average blocking pritityab
Considering the same plot from the perspective of thie defined as the number of failed paths to the total number
number of base-stations used in the wireless sensor netwarksimulating target paths where failed paths are thosestarg
We can see that placing a base-station at the center provigaths that could not be tracked within the specified response
substantial reductions on the response-time. Increasieg time deadline. The total number of paths simulated for each
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base-station organization were 36. From the Fig. 6, we gbseare no longer performed coordinately. Hence we should be
that all target paths get tracked for non-real time repgrtincareful in selecting the response-time deadline.
response-time deadline of 0.8 seconds, and response-tim&n important area of future work is looking at additional
deadline of 0.6 seconds, for all base-station organizatienergy-efficient target monitoring. This can be achieved by
scenarios. But as the response-time deadline decreases thaving only alternate boundary nodes in the network to be
are certain paths that cannot be tracked for specific basierst active. As nodes are arranged in a grid pattern and have
organizations. The graph for response-time deadline of Gerlapping sensing range, the target always gets detested
seconds indicates that blocking ratio is high for non-optimsoon as it enters the network even with alternate boundary
base-station placement and the average blocking protyabiliodes active. Also, in this paper we do not consider medium
decreases with optimal placement of base-stations. Wevdbseaccess layer issues and further energy reductions can be
that we can avoid blocking of any target path by havingchieved by using S-MAC [14].

a base-station at the center of the network. Interestingly
for the response-time deadline of 0.2 seconds, the blocking
probability is highest when we have a single base-statidimeat [1] I Akyildiz, S. Weilian, S. Yogesh, and C. Erdal, “A suwen sensor

. : L networks,” IEEE Communications Magazine, Aug. 2002.
center since any target path requires a minimum hops to rea 1 B. Pedro and B. Carlos, “Wireless sensor network agdiegausing

the base-station, which are greater then the response-time overlay protocol,” Proceedings, Conference on Mobile and Ubiquitous
deadline (0.2 seconds). In general, the blocking prolgbili  Systems, 2006.

. . . _M. Kirill, S. Sameer, K. Youngmin, and A. Gul, “Cooperati tracking
keeps decreasing as we keep increasing the number of ba‘@é with binary-detection sensor networks,” in Poster, ACMemational

stations and placing at least one base-station at the cefhter  conference on Embedded Networked Sensor Systems, Nov. 2003
the grid. [4] A. Mainwaring, J. Polastre, R. Szewczyk, D. Culler, andAdiderson,
In general. we can reduce on the response-time by placing a “Wireless sensor networks for habitat monitoring,” Rroceedings,
. 9 » e p yp 92 First ACM International Workshop on Wireless Sensor Networks and

single base-station at the center of the network. We cahdurt Applications, 2002.

add base-stations depending on the cost factor. Also pe¥for [5] H. Yang and ?{ Sikrfjpagcé‘eAd prOtOZCg('Bf‘?IVEgEﬁking mObi;? %tsks‘:]smg

. . L . sensor networks,” irPr ings, nternation rkshop,

ing real-time target monitoring results in increased nekwo 2003. 9 P

lifetime as compared to non-real time target monitoring. [6] J. Al-Karaki and A. Kamal, “Routing techniques in wireke sensor
networks: A survey,”|EEE Wireless Communications, Dec. 2004.

[7] T. Sam and T. Andrew Yang, “Evaluations of target tragkin wireless
sensor networks,” irProceedings, 37th SSGCSE technical symposium
on computer science education.
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