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Abstract. This paper defines a new multi-layered architecture for supporting optical burst switching (OBS) in an optical core network. The
architecture takes into account both the control plane as well as the data plane. The paper describes the functionality and the primary protocols
that are required at each layer and it explains how the layers interact with each other in the proposed architecture. This paper also identifies some
of the challenges and issues surrounding the development of OBS networks, such as data burst scheduling, contention resolution mechanism,
supporting QoS, and handling TCP/IP, and provides a brief survey of proposed OBS protocols.
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1. Introduction

The amount of raw bandwidth available on fiber optic links has increased dramatically with advances in dense
wavelength division multiplexing (DWDM) technology; however, existing optical network architectures are unable
to fully utilize this bandwidth to support highly dynamic and bursty traffic. As the amount of bursty Internet traffic
continues to grow, it will become increasingly critical to develop new architectures to provide the flexible and
dynamic bandwidth allocation to support this traffic.

An optical transport network consists of a collection of edge and core nodes, as shown in Fig. 1. The traffic from
multiple client networks is accumulated at the ingress edge nodes and transmitted through high capacity DWDM
links over the core. The egress edge nodes, upon receiving the data, provide the data to the corresponding client
networks. The three prominent optical transport networks architectures proposed to carry traffic over the optical
core are optical circuit switching (OCS) (or wavelength-routed networks), optical packet switching (OPS), and
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Fig. 1. Optical transport network.

optical burst switching (OBS). These switching techniques primarily differ based on how resources are allocated
in the core and the degree of granularity for the resource allocations.

In OCS networks, an all-optical connection, referred to as a lightpath [17], is established to create a logical circuit
between two edge nodes across the optical core. These lightpaths may be established dynamically as connection
requests arrive to the network, or they may be provisioned statically based on estimated traffic demands. While
OCS is suitable for constant rate traffic such as voice traffic, it may be unsuitable for highly dynamic traffic.
Furthermore, as lightpaths must be established using a two-way reservation scheme that incurs a round-trip delay,
the high overhead of connection establishment may not be well-suited for short bursts of traffic. Also, under bursty
traffic, sufficient bandwidth must be provisioned to support the peak traffic load, leading to inefficient network
utilization at low or idle loads.

In OPS networks [5], data is transmitted in the form of optical packets that are transported across the optical core
without conversion to electronics at intermediate core nodes. OPS can provide dynamic bandwidth allocation on
a packet-by-packet basis. This dynamic allocation leads to a high degree of statistical multiplexing which enables
the network to achieve a higher degree of utilization when the traffic is variable and bursty. However, there are
many technical challenges to implementing a practical OPS system. One of the limitations of OPS networks is
that it is difficult to implement optical buffers. Furthermore, the requirement for fast header processing, and strict
synchronization makes OPS impractical using current technology.

OBS [4,19,51] was proposed as a new paradigm to achieve a practical balance between coarse-grained cir-
cuit switching and fine-grained packet switching. In OBS networks, incoming data is assembled into basic units,
referred to as data bursts (DB), which are then transported over the optical core network. Control signaling is per-
formed out-of-band by control packets (CP) which carry information such as the length, the destination address,
and the QoS requirement of the optical burst. The control packet is separated from the burst by an offset time, which
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Fig. 2. Supported services on optical networks.

allows for the control packet to be processed at each intermediate node before the data burst arrives. OBS provides
dynamic bandwidth allocation and statistical multiplexing of data, while having fewer technological restrictions
than OPS. By aggregating packets into large sized bursts and providing out-of-band signaling, OBS eliminates
the complex implementation issues of OPS. For example, no buffers are necessary at core nodes, headers can be
processed at slower speeds, and synchronization requirements are relaxed in OBS. On the other hand, OBS incurs
higher end-to-end delay and higher packet loss per contention compared to OPS, due to packet aggregation. Basic
architectures for core and edge nodes in an OBS network have been studied in [12,49].

Each of the three types of optical transport network architectures (OCS, OPS, OBS) may support different ser-
vices, as shown in Fig. 2. Packet traffic can be supported by any of the three architectures in either a connectionless
or connection-oriented manner. OPS and OBS support these different types of packet services through different
signaling protocol implementations. In order to support connection-oriented services on OBS, a two-way reserva-
tion protocol, such as tell-and-wait (TAW) can reserve the end-to-end path for the requested duration, prior to data
transmission. Connectionless services on OBS can be supported by various one-way reservation protocols, such as
tell-and-go (TAG) and just-enough-time (JET) [4]. Similarly, OPS may support connectionless services by routing
packets on an individual basis, and may support connection-oriented services by assigning packets to flows and
switching the flows based on labels applied to the packets. Although typically signaling is done out-of-band in
OBS networks, this is not an inherent characteristic or such networks. OCS supports packet traffic by establishing
a logical topology consisting of lightpaths, and then switching or routing packets electronically over this logical
topology. Signaling for establishing lightpaths in OCS networks is typically done out-of-band. In this article, we
will focus on the connectionless mode of operation of OBS; however, the framework for the control plane will be
general enough to support any out-of-band signaling scheme, including those for establishing OCS lightpaths.

In recent years, numerous studies have been dedicated to address various issues and challenges in OBS tech-
nology, including contention resolution, Quality-of-service, supporting TCP-layer, etc. A number of testbeds have
also been developed to demonstrate the feasibility of OBS and its protocols. As OBS technology evolves, it demon-
strates higher potential for more diverse applications. For example many researchers have investigated advantages
of OBS technology for supporting applications such as Grid computing and distributed database [50]. In this paper,
we show that an OBS network architecture can be represented in a layered manner as a set of protocols that provide
services and exchange data with one other. A well-defined architecture with well-defined interfaces between the
layers is essential for the practical implementation of OBS, as well as for the inter-operability of OBS with other
networks. Furthermore, the layered hierarchy representation can provide a detailed insight into various implemen-
tation techniques, specifications, and functionalities of an OBS network. In addition to providing a layered view of
OBS architecture, in this paper we provide a brief summary of various protocols and algorithms addressing critical
issues on OBS networks.

The reminder of this paper is organized as follows. Section 2 discusses the layered architecture of IP-over-OBS.
Section 3 describes each layer of the OBS layered architecture, separating them into a data plane and a control
plane. Section 4 provides a layered view of an OBS network, illustrating an end-to-end transmission to show what
role each layer plays in the data transmission. In Section 5 we present a brief survey of issues and related protocols
pertaining OBS technology. Finally, Section 6 concludes the article.
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Fig. 3. IP-over-OBS hierarchical layered architecture.

2. IP-over-OBS layered architecture

An important objective in the design of OBS networks is the large-scale support of different legacy services, as
well as emerging services. In this article, without loss of generality, we will discuss the OBS network as it supports
IP traffic; however, the OBS architecture described here is general enough such that it is capable of supporting
most types of higher-layer traffic.

Figure 3 shows the layered hierarchy of an IP-based OBS network. We call this hierarchy the IP-over-OBS
architecture. In this representation the IP layer treats the OBS as its link layer, while the OBS operates on top of
the optical (or DWDM) layer [35]. Thus, as a data transport system, the OBS network architecture implements the
lower 3 layers, namely, physical, data link, and network layer.

Figure 4 shows our proposed OBS layered architecture, which follows the OSI reference model. In this repre-
sentation we separate the control plane functionalities and protocols from those of the data plane. Such separation
appears natural since the control information is transmitted out-of-band in OBS networks. Note that, in this model,
we are ignoring the management plane, since the management plane communicates with all other layers and has
no hierarchical relationship with them.

The control plane is responsible for transmitting control packets (CPs) while the data plane constructs and
processes the data bursts (DBs). The CPs contain the information necessary for switching and routing DBs across
the OBS network. The CPs are used for establishing the proper path prior to the arrival of the corresponding DBs,
which arrive after some offset time. The CPs can also provide network management signaling.

Having two distinct planes suggests that each plane can operate independently of the other, using its own lay-
ers and protocols. Thus, it is conceivable to imagine that the DBs and CPs are encoded and routed on different
transmission media.

In general, the OBS data plane architecture must take full advantage of DWDM technology and must support
high capacity data transport links with no optical-to-electrical conversions. On the other hand, the design objective
in the control plane is to make it flexible with low complexity. One way to achieve this goal is by processing
CPs electronically. This approach offers high flexibility but limited processing capacity (a few tens of gigabits per
second). Thus, simple encoding techniques and short frame lengths with minimum control overhead are required
to allow fast and efficient CP processing. Transmitting CPs free of contention and in a highly reliable manner is
also critical, since any error or loss of CPs results in higher data burst loss.
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Fig. 4. IP-over-OBS hierarchical layered architecture.

3. OBS layered architecture

In the following sections we describe basic functionalities of each layer in the data and control planes. We start
with the data plane, which interconnects the OBS network with other client networks. For clarity, we describe the
layered architecture of each plane in an order consistent with packet flow.

3.1. Data plane layers

The data plane transports incoming packets from the edge source node to a single or multiple destination nodes.
Line cards in the edge node provide an interface with packets arriving from various client networks. The line
cards can perform error detection and error correction on incoming IP packet headers. Since in this article we only
consider IP-based OBS networks, we assume that all packets entering and leaving the OBS network are IP packets,
and that these packets maintain their original format and structure.

Packet aggregation and de-aggregation (PAD) layer
The PAD layer aggregates incoming IP packets of the same properties into data bursts. This layer also de-

aggregates received data bursts into individual IP packets and assigns the packets to the proper outgoing link.
Transmitting IP packets at the ingress path of an OBS network requires determining individual packet properties

and aggregating the packets together. Packet properties include packet Quality-of-Service (QoS) and its client
destination address. After each incoming IP packet is decoded, its destination address must be translated to an
OBS equivalent edge node address. Packets with similar properties are then aggregated to form the burst payload.
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An important issue in OBS networks is data burst assembly. Burst assembly is the process of aggregating IP
packets with the same destination into a burst at the edge node. The most common burst assembly techniques are
timer-based and threshold-based. In timer-based burst assembly approaches [3], a burst is created and sent into the
optical network at periodic time intervals; hence, the network may have variable length input bursts. In threshold-
based burst assembly approaches [40], a limit is placed on the maximum number of packets contained in each burst.
Hence, fixed-size bursts will be generated at the network edge. A threshold-based burst assembly approach will
generate bursts at non-periodic time intervals. A combination of timer and threshold-based approaches has been
proposed in order to reduce the variation in the burst characteristic due to the variations of load [42]. In addition, a
composite burst assembly approach [41] can be adopted in order to support QoS. A composite burst is created by
combining packets of different classes into the same burst. The packets are placed from the head of the burst to the
tail of the burst in order of decreasing class.

In the egress path, the PAD disassembles data bursts into IP packets. Each packet’s header must be processed
for its destination address and the type of service it requires. The destination address is translated to identify which
line card the IP packet must be sent to. Line cards, in turn, forward packets to the appropriate interfaced client
network such as a LAN or WAN.

The PAD layer contains various flow control mechanisms and offers sequence verification of incoming data
bursts. The flow control protocols can pace the rate at which DBs are placed on a link. If data burst deflection
routing is allowed throughout the OBS network, then DB re-sequencing at the destination node may be required to
ensure ordered delivery of IP packets.

Various protocols may be considered to perform address translations. Intelligent protocols can dynamically keep
track of network configuration changes and support broadcasting transmissions. In addition, numerous admission
control schemes have been proposed to address IP packet aggregation techniques. Packet aggregation may be based
on a single or multiple packet properties such as destination, class, or flow. On the other hand, aggregation size
remains as an important issue. For example, for low priority data bursts, a greater degree of aggregation results in
greater loss of protection. While dealing with these concerns, such protocols must also reduce packet end-to-end
delay and assure QoS without impacting the bandwidth efficiency.

A limited number of literatures have addressed data burst grooming in OBS. Data burst grooming can be an
effective scheme to improve network performance when the packet arrival rate is low and data bursts (aggregation
size) must maintain a minimum length due to core node’s slow switching time. In [37] the authors consider data
burst grooming at core nodes where several sub-bursts sharing a common path can be aggregated together in order
to reduce switching overhead. The aggregated sub-bursts can be separated at a downstream node prior to reaching
their final destinations. In [9] authors address the problem of data burst grooming at the edge node and focus
on improving blocking probability and average end-to-end packet delay. They provide edge node architecture for
enabling burst grooming and propose several data burst grooming heuristic algorithms.

Burst framing control (BFC) layer
The function of the burst framing control layer is to receive the aggregated packets from the higher layer (PAD)

and to encapsulate them into proper frame structures. This layer also decodes incoming data burst frames and
extracts the data field. Figure 5 represents a generic framing format of a data burst. When data burst frames have

Fig. 5. IP-over-OBS hierarchical layered architecture.
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variable length and arrive at any random time, a framing pulse is necessary to indicate the beginning of each
optical data burst frame. Framing pulses are typically isolated from the data-field by using a preamble to ensure
data integrity.

Guard bands are normally a stream of fixed pulses used to separate consecutive frames. They are mandatory for
reasons such as link length error, precision of clock distribution, and thermal effects. The checksum field may be
required when data burst retransmission from the source to destination edge nodes is supported. In this case, edge
nodes must be designed with considerable storage capacity. Use of the checksum may be considered especially
when the medium does not offer the required transmission error rate.

The data field in the data burst frame can be further subdivided into fixed or variable sized segments. In this
technique, which is referred as segmentation [41], the BFC inserts extra control information in each segment,
containing multiple IP packets.

Medium access control (MAC) sublayer
The MAC sublayer in data plane includes the reservation and scheduling protocols, the offset time assignment

protocols, the contention resolution schemes, and multicasting protocols. The MAC layer can also provide class
differentiation in order to provide higher protection for DBs with QoS requirements. The actual signaling process
by which a node requests the network to setup or release a connection is performed in the control plane.

An OBS network is inherently a point-to-point network in which adjacent nodes are interconnected to each other
through direct physical links. However, asynchronous data bursts entering a core node from different links may
need to access the same outgoing link. The MAC sublayer provides a way to control access to the outgoing links
among these data bursts. In general, access control schemes proposed for OBS networks can be categorized as
centralized or distributed.

In a centralized OBS network [6] a single node (called the request server) will be in charge of data burst transmis-
sion throughout the entire network. Clearly, this mode of operation makes medium access straightforward since
the request server provides a single point of coordination that eliminates contention and packet loss. However,
centralized scheme is very complex and considered to have low reliability and robustness.

In a distributed OBS network each node operates autonomously. This scheme suffers from lack of any centralized
coordination. Consequently, the number of DBs entering a node and attempting to access the medium may exceed
the number of available channels of the outgoing port. This is the primary source of contention in distributed
OBS networks. Therefore, efficient and reliable algorithms in the MAC sublayer are required to simultaneously
minimize contention as well as expected end-to-end delay of DBs.

Based on the type of service requested by an application, such as connection-less or connection-oriented ser-
vices, the OBS MAC needs to assign sufficient bandwidth and resources. Such assignments are obtained through
the appropriate reservation protocols. Reservation protocols indicate the mechanisms in which a burst allocation
starts and ends. Various out-of-band one-way reservation approaches have been proposed for OBS networks. The
most widely considered signaling architecture for classical OBS are the Just-In-Time (JIT) reservation scheme and
the Just-Enough-Time (JET) reservation scheme. Different variations of the JIT-based reservation schemes have
been described in [22]. Although the JET-based OBS provides a more efficient use of bandwidth, its implementa-
tion requires higher complexity [27].

Various scheduling disciplines can be implemented in the MAC depending on the reservation protocols em-
ployed in the system. An OBS scheduling discipline determines the manner in which available outgoing data chan-
nels are found for DBs. Scheduling algorithms must be fast and efficient in order to lower the processing time and
to minimize the data burst loss. Some common data channel scheduling algorithms for JET systems include first-
fit unscheduled channel (FFUC) [49], latest available unscheduled channel (LAUC) or Horizon Scheduling, and
latest available unscheduled channel with void filling (LAUC-VF) [19,49]. More efficient void-filling mechanisms
have been presented in [25,20]. In [28] a new signalling protocol is introduced which eliminates the generation of
voids (or unscheduled blocks between data bursts) as data burst requests are scheduled. A complexity comparison
between different scheduling mechanisms is provided in [47].

Scheduling protocols in the MAC layer should support class differentiation and provide a greater degree of
protection and transmission reliability for high priority data bursts. We will discuss some of the proposed service
differentiation schemes for OBS network in Subsection 5.2.
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In addition to addressing scheduling algorithms and contention resolution policies, another function of the MAC
sublayer is offset assignment and maintenance between DBs and their CPs. The offset time can be variable or
fixed. However, as the CPs are processed and reconstructed at each hop, the offset times tends to be reduced. The
core node must be able to account for such variations. The MAC protocols dealing with these issues are referred
as offset control protocols.

A major concern in distributed medium access control scheme is high contentions. Packet transmissions in this
scheme can only be statistically guaranteed. Many different techniques and algorithms have been introduced to
improve OBS reliability and to reduce the DB drop ratio. A brief survey of different contention resolution schemes
is provided in Subsection 5.1.

The MAC sublayer can also support establishing multipoint multicast connections. In these schemes any edge
node can transmit its DBs to multiple destination edge nodes. Efficient techniques for multicasting are becoming
more popular and critical in the Internet for applications such as videoconferencing, video-on demand services, and
content distribution. In general, similar contention resolution mechanisms implemented for unicast traffic can also
be considered to support multicast traffic. For example, in [45], multicasting with deflection routing is considered.
In [24], the basic focus is alleviating overheads due to control packets and guard bands associated with data bursts
when transporting multicast IP traffic.

Physical (PHY) layer
The physical layer of OBS is responsible for the actual transport of DBs and CPs from one node to another.

It includes converting signals into appropriate electrical or optical format and uploading DBs into appropriate
transmission frames. The physical layer also defines the actual physical interfaces between nodes in OBS. The
PHY is divided into two sublayers:

– Data transport component,
– Medium dependent component.

We describe these sublayers briefly in the following paragraphs.

Data transport component (DTC). This is the medium independent sublayer of the physical layer. In the ingress
direction it encodes data bits into specific pulse transmission called line codes (such as NRZ, AMI, HDB3, etc.)
and performs electrical/optical conversions. This sublayer also specifies transmission capacity.

Furthermore, DTC is responsible for implementing mechanisms to resolve synchronization issues between nodes
including transmission techniques. Transmission techniques in OBS networks can be divided into two broad cate-
gories: slotted and unslotted. In synchronous slotted OBS networks CPs and DBs are only transmitted on their slot
boundaries. In this transmission scheme, control and data channels are divided into time slots with fixed duration.
Each control slot is further divided into several control slots with fixed duration. In an unslotted asynchronous
network there is no need to delay a data burst and its BHP until the appropriate slot boundaries have arrived. In
such networks each node has its own internal clock and DTC ensures sufficient inter-frame gap and defines the
maximum allowable clock variation. The DTC also specifies the buffering requirement to alleviate any clock jitters
among nodes.

Medium dependent component (MDC). This sublayer deals with the actual type of the medium used to transmit
CPs and DBs including, coax, radio frequency, or optical fiber.1 Selections of connectors, transmitters, receivers,
etc., are considered as parts of the MDC sublayer. In an OBS network, as a special category of burst switching,
the MDC is transparent to the photonic (WDM) sublayer, which provides lightpaths to the network. A lightpath is
an end-to-end connection established across the optical network, and the lightpath uses a wavelength on each link
in the path between the source and destination. Consequently, tasks such as optical amplification and wavelength
conversion are defined in the MDC sublayer.

1Note that the concept of burst switching can be implemented on various mediums and it is not limited to optical burst switching.
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3.2. Control plane layers

We now turn our attention from the data plane to the control plane. As we mentioned earlier, separation of
planes in the OBS network architecture was inspired by the need to provide practical and reliable medium access
protocols at high speeds. Due to current technological limitations in all-optical packet switching, it is not practical
to implement MAC protocols in the data plane without interrupting data by optical-electrical converters. In OBS
networks, implementing the MAC sublayer as the application layer of the control plane allows arbitration protocols
to be performed in a domain (electrical) independent of data (optical).

The control plane in an IP-centric OBS network can be based on existing protocol standards. For example, sim-
ilar to the Internet protocol, we can implement the Resource reSerVation Protocol (RSVP) and the Open Shortest
Path First (OSPF) protocol in the control plane to provide signaling. Such standard protocols support a variety
of control functionalities as well as multipoint multicasting. However, the major issue with implementing such
protocol structures is their complexity and long processing time requirements. With this motivation, new protocols
maybe considered to optimize control message processing and new signaling semantics. Key features of the new
protocols must be flexibility and low complexity. In the following paragraphs we briefly describe general signaling
semantics and basic functionalities of each layer in the control plane.

Burst signaling control (BSC) layer
The BSC layer contains the data plane MACs’ scheduling, contention resolution, and offset control protocols

through its signaling protocols. Data burst properties including destination address, quality-of-service, etc., are
passed to the BSC layer from the MAC sublayer. The BSC layer determines the type of the control packet to be
transmitted to the next hop. Typical examples of the control packet types are burst header packets (BHP), burst
cancellation packets (BCP), or network management packets (NMP). BHPs contain their associated data burst
properties, BCPs can be used to cancel an existing reservation in downstream nodes, and NMPs provide network
status information. Other types of control packet can be considered to support multipoint multicasting connections.

Each received control packet on the incoming port is identified by its type and its BSC functions accordingly.
For example, if a BHP is received, its data burst reservation request is checked for adequate bandwidth and, upon
verification of availability, the request is scheduled. New changes in data burst reservations must be communicated
to the switch fabric control unit to update its scheduling table.

Signaling connection control (SCC) layer
The SCC layer includes the routing algorithms for control packets in order to establish the physical path for

incoming data bursts. The actual data burst routing also takes place in this layer. Note that, in general, since the
data and control planes can be implemented on separate mediums, it is possible that the physical routing paths for
CPs and DBs are different. Various routing protocols can be considered for implementation in the SCC layer.

Signaling frame control (SFC) layer
The main purpose of the SFC layer is to provide reliable transmission of control packets. The SFC layer can

be considered as a pure data link protocol operating between adjacent nodes. The SFC layer receives bit streams
containing the control packet type and its associated data burst properties, and it constructs CP frames by attaching
overhead bits. Many popular framing mechanisms such as High-Level Data Link Control (HDLC) may be consid-
ered for the data link protocol. However, the protocol complexity and cost are critical as interface speed increases.
Figure 6(a) shows a generic framing format of a control packet frame.

Typically, control packets in OBS networks are continuous fixed-size packets, which are processed electroni-
cally. Therefore, there is no need for attaching a framing pulse and for the use of a preamble. However, each CP
must still contain its own framing header.

To guarantee fast processing of control packets at each node, CPs must contain limited information, yet, it is
crucial to protect control packets from errors on each link. Transmission errors in control packets can result in bits
being changed in the information field. Incorrect bits will be misinterpreted in the downstream core node and result
in, for example, dropping high priority bursts, incorrect switch fabric setup, or even burst misrouting. To protect
the CP from error, a cyclic redundancy check (CRC) can be implemented in the checksum field. CRC codes can
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Fig. 6. OBS framing structure of the control packet; (a) a generic control packet frame; (b) BHP frame.

provide a large selection of error correcting capacity [33]. Each CP must also have a destination field indicating
its destination node. Furthermore, all CPs must have a type indication specified in the CP-type field. Different CP
types were described in the Burst Signaling Control section. Contents of the information field vary depending on
the CP type.

If a control packet is associated with an incoming DB, it is referred to as a BHP. A typical BHP frame is shown
in Fig. 6(b). Note that the BHP information field is divided into several fields including length, ingress port, and
ingress channel, which refer to DB’s duration, its edge node source, and the wavelength on which it is expected
to arrive, respectively. The id field can be useful for checking data burst sequencing when deflection routing is
allowed. The QoS and offset fields indicate the incoming data burst priority level and the offset time between a
BHP-type control packet and its associated data burst, respectively. The O&M field contains network management
related signaling information, such as loop-back requests, protection switching, or link failure notification.

Physical (PHY) layer
The physical layer in control plane performs similar functionalities to the data plane’s physical layer but it may

have different characteristics. One such difference is the transmission rate. Control packets can be transmitted at
lower rate than data bursts in order to achieve practical packet processing. A lower transmission rate should not
have any impact on the offset time between the BHP (on the low-rate control channel) and the DB (on the high-
rate data channel). The offset time is determined at the ingress node based on the signaling technique adopted in
the OBS network. The upper bound of the nodal-processing delay at each hop along the path is calculated based
on the maximum control packet queue size and the node processing capability. This maximum nodal-processing
delay is incorporated into the offset time calculation at the ingress node. CPs’ transmission rate and offset time are
generally designed for optimum performance in terms of end-to-end delay and bandwidth efficiency.

In addition, as in the data plane, the PHY layer addresses synchronization issues and determines transmission
techniques such as slotted or unslotted transmission. In general it is convenient to implement the same transmission
technique in both data and control planes.

4. An example multi-layer architecture in an OBS network

In this section we attempt to illustrate our proposed OBS layered hierarchy by means of an example. Figure 7
shows various transport stages in a simple OBS network configuration where DBs and their control packets are
transmitted on the same link but on different wavelengths and are separated in time by an offset. We assume
that each link contains a single control channel, the core node is bufferless, and data bursts are IP-based. For
convenience, Appendix 1 provides a summary of all layers in data and control layer.
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Fig. 7. Layered view of an OBS network.

Stage 1 – IP interface. The edge node’s line cards receive IP packets from various client networks. They process
packet headers and extract the type of service and the destination client address. The aggregation protocol in the
PAD layer translates the destination client address into an OBS edge node address and determines the next hop.
The protocol also classifies packets based on their destination, type of service, or both.

Stage 2 – burst aggregation. The PAD layer aggregates IP packets of the same class into bursts. An admission
control protocol examines bursts and verifies whether or not they are ready for transmission. Upon completion
of the aggregation process, bursts will be passed on to the BFC layer. The BFC encapsulates the aggregated IP
packets into data burst frames and places them into the DB buffers. DBs are stored until the MAC sublayer assigns
the DBs to a transmission time slot. The MAC sublayer sends the data burst properties to the BSC layer in the
control plane. The BSC, in turn, constructs a control packet of type BHP and passes it to the SCC layer. The SCC
layer assigns a routing path based on the DB destination address.

The BHP is handed to the SFC layer to be placed in the proper framing format. The BHP frame is stored in
the BHP buffer and the BHP waits in the buffer until the control header processor is available. If the DB can be
successfully scheduled on an outgoing data channel, the SFC layer assigns the BHP to the next available time slot
on the control channel. After an offset time, the DB is sent to the physical layer on the data plane and transmitted
on the pre-assigned channel. In the event of a contention, the contention resolution mechanisms [refer Section 5.1
for details] are implemented at the BSC sublayer. If scheduling is unsuccessful even after applying the contention
resolution mechanisms, the BHP frame is discarded and the DB is dropped when it arrives after the pre-determined
offset.

Stage 3 – burst switching. The core node receives the BHP and processes it electronically. The SFC verifies the
BHP’s checksum and, assuming the checksum matches the calculated value, extracts information fields from the
frame. The SCC identifies the requested connection in the core node and its duration. This reservation request is
sent to the BSC layer and verifies available bandwidth and decides to either make the reservation or to discard it. If
the reservation is successful, the reservation table in the switch fabric control unit will be updated. Otherwise, the
BHP and the corresponding DB are discarded. The expected DB arrives after the offset time and it cuts-through
the pre-established path in the optical switch. Thus, the DB only goes through the physical layer of the data plane
without any O/E interruptions.

Similar steps as described in the burst aggregation stage take place in order to transmit the control packet on the
outgoing control channel. The BSC creates a new control packet of type BHP and the SCC assigns the next hop’s
outgoing port. The CP is encapsulated into a frame and transmitted on the assigned time slot. On the other hand,
data bursts only go through amplification and wavelength conversion, which may be required for compensating
power loss and accessing the outgoing port, respectively. Note that, as shown in Fig. 7, by processing the CPs in
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the control plane, we can essentially implement the data plane MAC sub-layer without having to process DBs. The
loss of power occurs as optical signals are decoupled and traverse through the optical switch fabric.

Stage 4 – burst disassembly and IP forwarding. At the destination node all CPs and DBs will be terminated
and processed electronically. The CPs are verified for errors in the SFC layer and upon detecting any errors, their
associated DBs will be discarded (consequently, the destination edge node may request retransmission). Similarly,
data channels are de-multiplexed and DBs are verified for transmission errors and de-framed in the BFC layer. The
data burst payload is passed to the PAD layer and decomposed into individual IP packets. This layer can also check
for DB order and decide what action to take (such as buffering or discarding) with out-of-sequence DBs.

Disassembled IP packets are processed to identify the client network to which they should be forwarded. The
PAD layer needs to translate these addresses and determine the destination line card. The line card, in turn, forwards
the packets to the proper client networks.

5. OBS issues and challenges

In this section we provide a brief summary of various protocols dealing with critical issues in OBS networks,
namely contention resolution and Quality-of-Service. Recall that these protocols are implemented in the MAC
sublayer of the data plane, as explained in Subsection 3.1. In this section, we also describe some of the existing
protocols addressing and evaluating TCP over OBS and how efficiently OBS can handle TCP-based applications.
We conclude this section by briefly discussing some of the practical applications proposed for OBS technology.

5.1. Contention resolution schemes

A major issue in OBS networks is contention. Contention resolution schemes can be categorized into reactive
and proactive approaches, as shown in Fig. 8. Reactive approaches are provoked after contention occurs. Examples
of reactive contention resolution schemes are space deflection (such as deflection routing), time deflection (such as

Fig. 8. Classification of different contention resolutions.
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buffering and delaying the data), wavelength conversion, and soft-contention resolution policies [6,16,38]. When
one or more bursts must be dropped, the policy for selecting which bursts to drop is referred to as the soft contention
resolution policy. Several soft contention resolution algorithms have been proposed and studied in earlier literature,
including the shortest-drop policy [12], segmentation [41], and look-ahead contention resolution [11]. In proactive
contention resolution approaches, traffic management policies are invoked to prevent the network entering the
congestion state. Such schemes can be classified as non feedback-based or feedback-based. In a non feedback-
based scheme, the ingress nodes have no knowledge of the network state and they cannot respond to changes in
the network load. This can be achieved through traffic load balancing or data burst assembly.

In a feedback-based scheme, contention avoidance is achieved by dynamically varying the data burst flows at
the source to match the latest status of the network and its available resources. One way to achieve this is to
reroute some of the traffic from heavily loaded paths to under-utilised paths [14]. A similar approach has also been
introduced by [18] where the authors consider balancing the data burst traffic between predefined alternative paths.
In [15] a global load-balancing contention resolution scheme is proposed and its performance is examined for
both dynamic and static traffic. Another way to avoid contention is to implement a TCP-like congestion avoidance
mechanism to regulate the burst transmission rate [2,39,44]. In this approach, the ingress edge nodes receive TCP
ACK packets from egress edge nodes, calculate the most congested links, and reroute their traffic accordingly.
In [46] burst cloning is proposed as an effective way to reduce data burst loss. The basic idea in burst cloning is to
replicate a burst at appropriate nodes and send duplicated copies of the burst through the network simultaneously.
In [10] a feedback-based OBS network is proposed in which using explicit feedback signaling to each source, the
required data burst flow rate going to congested links is controlled. Clearly, a major concern with having feedback-
based proactive contention resolution schemes is additional signaling overhead and signals processing. Hence, it
is critical to design signaling protocols which are simple to implement and require minimum overhead.

5.2. Quality-of-Service

Quality-of-Service (QoS) in the Internet is critical due to service requirements needed by different applications.
Hence, an important issue in OBS networks is supporting QoS. Quality-of-service schemes can be implemented
in conjunction with existing contention resolution mechanisms and scheduling algorithms. Such schemes can be
based on providing loss, delay, or bandwidth constraints or differentiation. Clearly, two important objectives in any
QoS model are to ensure fairness and maintain high utilization.

Broadly speaking, regardless of the metric parameter, QoS schemes are classified as relative and absolute meth-
ods. In the relative QoS model, the performance of each class is defined relative to other classes. In such methods,
there is no upper bound guarantee on the high priority-class loss probability. Several schemes have been devel-
oped to support the relative QoS model. For example, in offset-based QoS, extra offset is given to data bursts with
higher priority resulting them to have relatively lower overall blocking probability. This scheme, known as prior-
itized JET, is proposed in [26] and its limitations are discussed in [13,21,48]. In [48] a proportional QoS scheme
based on per-hop information is proposed. In this case, in order to maintain the differentiation loss factor between
different classes, an intentional burst dropping scheme is employed. In [21], a proportional bandwidth scheme is
used in parallel with policing on the burst assembly mechanism and with FDL buffering. In [43] relative QoS is
provided by maintaining the number of wavelengths occupied by each class of bursts. In this scheme, each class of
service has a preset usage ratio of available bandwidth. Incoming bursts which are under-utilising their share can
preempt data bursts violating their assigned share.

The absolute QoS (or quantitative QoS), on the other hand, provides a bound guarantee for the desired traffic
metric such as loss probability of different classes. Typically, real-time applications with delay and bandwidth
constraints, such as multimedia, require such hard guarantee. An early example of bounded QoS is proposed
in [7]. In this scheme a two-way lightpath reservation, along with a centralized scheduling technique, is proposed
to provide bounded blocking probabilities. Other examples of absolute QoS schemes include early dropping and
wavelength grouping schemes proposed in [30,31]. In former, burst of lower priority class are probabilistically
dropped in order to guarantee the loss probability of higher priority class traffic. In the wavelength grouping
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scheme, the traffic is classified into different groups and a label is assigned to each group. A minimum number of
wavelengths can be provisioned for each group. An edge-to-edge signaling and reservation scheme guaranteeing
the edge-to-edge loss probability has been proposed in [23]. In this scheme, based on the available intermediate
link states, the egress node uses a class allocation algorithm to assign each intermediate link a class supporting the
related burst flows.

5.3. TCP over OBS

Majority of data traffic in the Internet consists of TCP-based applications including Web (HTTP), Email (SMTP),
peer-to-peer file sharing and Grid computing. Hence, OBS networks must be TCP-friendly in the sense that it must
be able to handle the TCP-based applications without degrading TCP layer performance. A critical issue which can
impact the TCP performance over OBS network is the random burst losses, which can be interpreted by the TCP
layer as congestion in the network and hence unnecessarily reducing the throughput, even at low loads. Another
important issue which can have a significant impact on TCP performance is the effect of burst assembly in the OBS
layer.

Recently, several works have evaluated TCP throughput over an OBS network. The impact of data burst assem-
bly delay on TCP over an OBS layer has been investigated in [2]. Similarly, [34] examines the impact of data-burst
lengths, burst-assembly times, and data burst drop rates. This study suggests that for low drop probabilities, in-
creasing burst sizes results in higher throughput and increased delay. On the other hand, for high drop probabilities,
there is no significant gain with increasing burst sizes. Other studies have proposed additional features for OBS
networks, such as retransmission capability or burst acknowledgment, in order to improve the TCP throughput
over OBS network. One way to achieve reducing the possibility of false congestion detection by the TCP layer
is to retransmit data bursts at OBS layer, as proposed in [32]. Through simulations, it has been shown that the
retransmission-based OBS can significantly improve the TCP throughput over OBS. In [29] a loss detection and
error recovery mechanism by means of electrical buffering for OBS networks have been proposed and an analytical
model to evaluate the TCP performance of an OBS network is presented.

Although TCP continues to be the dominant transport protocol and its support is essential for OBS networks,
some researchers are rethinking some of the basic characteristics of IP protocols and attempting to develop novel
transport protocols in order to take better advantage of OBS networks. This is motivated by OBS technology
characteristics including high throughput, very low error rates, lack of buffering, and ability to handle bursts with
variable lengths.

5.4. OBS applications

Long before development of the OBS technology, burst switching concept had been proposed as an extension
to fast packet switching. Basic advantages of burst switching were reducing loop length and increasing data rate
transmission [36]. In optical burst switching the concept of burst switching is extended to optical networks. The
main motivation for such technology is to reduce (or eliminate) the need for optical buffering, as well as minimizing
the network overhead. Consequently, OBS technology has been considered as the underlying network technology
for various applications with large data requests and sensitive to path delay. One such application is distributed
database. A distributed database is a collection of databases located at different geographic locations and connected
through a network [1]. In these networks, large pieces of data from different locations must be aggregated for
computation. Hence, minimizing the delay in data aggregation is a key issue in improving the overall system
throughput. In such applications, optical burst switching technology can achieve efficient data assembly and path
setup while reducing network overhead.

Another attractive area where OBS has been considered as an effective underlying technology is global Grid
computing as a mean of providing global distributed computing for applications with large bandwidth, storage,
and computational requirements. A generic OBS-based architecture suitable to support Grid computing has been
proposed in [8] and key issues such as signaling issues, anycast routing, and transforming jobs into individual data
bursts are discussed. Such areas are subjects of many ongoing research activities.
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As a final remark, we emphasize that the developed concepts and protocols for OBS networks are not limited
to optical networks. Many of the aforementioned techniques and models can also be extended to sensor and satel-
lite networks. For example, sensor networks can potentially befit from similar assembly strategies and grooming
techniques developed for OBS networks. In satellite communications, where the network is less delay sensitive
and has limited number of satellite switch nodes, data packets transmitted between transponders can be aggre-
gated into data bursts with out-of-band signaling. Such networks can be more flexible and efficient than traditional
SS/TDMA-based (Satellite-Switched Time Division Multiple) networks in terms of offering wideband capacity.
Many of the contention resolution policies, scheduling algorithms, as well as QoS models, specifically developed
for OBS networks can be potentially utilised for burst-based satellite networks.

6. Conclusions

Optical burst switching has been proposed as a practical approach for supporting the next-generation high-speed
high-capacity Internet. A layered architectural representation of the OBS network can be used as a baseline for
understanding protocol requirements as well as their future development and design. In this article we provided
an organized decomposition of the different layers for supporting OBS networks. Detailed descriptions of each
layer along with their functionalities and related protocols were presented. To furnish a better understanding of the
proposed layered architecture, an illustrative example of an end-to-end data transmission was provided. The pro-
posed layered architecture can be used as a baseline for future development and design of protocols and interfacing
functions over optical burst-switched networks.
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Appendix 1

Plane Description

Data IP Layer:

plane Receiving and transmitting IP packets

Packet Aggregation and De-aggregation (PAD):

Classifies Packets based on their QoS requirements and destination

Aggregates IP packets into super-packets

Translates IP address to OBS nodes

Disassembles packets into individual packets

Verifies DB sequence

Controls DB transmission flow

Burst Framing Control (BFC):

Encapsulates the super-packets into burst frames

Medium Access Control (MAC):

Provides methods to access outgoing ports

Assigns sufficient BW and resources for each request

Handles contention resolution schemes through the control plane

Supports multicasting

Determines the offset time value
(continued on next page)
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Plane Description

Physical Layer (PHY):

Handles synchronization schemes and clock recovery issues

Determines transmission rate and capacity

Specifies transmission technique (slotted, unslotted)

Signal conversions such as Optical–Electronic

Control Burst Signaling Control (BSC):

plane Responsible for implementing scheduling and contention resolution protocols

Generated control packets

Implements the signaling scheme

Signaling Connection Control (SCC):

Determines routing and forwarding algorithms

Signaling Frame Control (SFC):

Implements the hop-to-hop data link protocols

Constructs the control packet frame

Physical Layer (PHY):

Handles synchronization schemes and clock recovery issues

Determines transmission rate and capacity

Specifies transmission technique (slotted, unslotted)

Signal conversions such as Optical–Electronic
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