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Abstract— In this paper, we discuss for the first time the
issue of supporting manycasting service over optical burst-
switched (OBS) networks. One of the primary challenges in
providing manycasting service over OBS networks is to reduce
data loss due to burst contentions. We propose two new schemes,
static over-provisioning(SOP) and dynamic membership(DM),
to alleviate this data loss problem. The proposed schemes take
into consideration the specific properties of manycasting, and the
schemes may complement existing contention resolution schemes.
The effectiveness of the proposed schemes is verified through
simulation.
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I. I NTRODUCTION

The manycast problem, also referred to as the quorumcast
problem and the k-Steiner tree problem, was first proposed in
1994 independently by [1] and [2], and is defined as follows:
given a networkG(V, E), an edge cost functiong : E → R+,
an integerk, a sources, and a subset of candidate destinations
Dc ⊆ V , |Dc| = m ≥ k, find a minimum cost tree spanningk
destinations inDc. The cost of a tree is defined as a sum of the
cost of edges on the tree. A manycast request can simply be
denoted as(s,Dc, k). A subtle difference between manycast
and multicast is that, in manycast, theactual destinations to
be covered are to be determined instead of being given as in
multicast. The manycast problem is NP-hard [2].

To support manycasting service in IP over optical burst-
switched (OBS) networks, we first need to decide which layer
should be responsible for selectingk out of m candidate
destinations. If the selection is done at the IP layer, manycast
requests become multicast requests to the OBS layer, and
it is sufficient that OBS networks support only multicasting
service. However, for an overlay network architecture, which
is the most used network architecture in practice, the IP layer
usually does not have much information about the OBS layer.
Then the selection ofk destinations by the IP layer is similar to
the random algorithmin [1], which has been proved to have
poor performance. Therefore, supporting manycasting at the
OBS layer is necessary for bandwidth-efficient manycasting.

The manycast problem has already attracted much research
attention [1]-[6]. These work focus on finding good routing
algorithms to minimize the total cost for a manycast request.
To date, the best available routing algorithm for the manycast
problem in a general network is a 4-approximation algorithm

proposed by [6]. In this paper, we are not proposing a better
routing algorithm for the manycast problem. Instead, our focus
is on the data loss issue of manycasting service over OBS
networks.

We first give a brief introduction to the OBS network.
Optical burst switching is a promising technique for future
wavelength division multiplexing (WDM) networks which are
capable of providing up to terabit/s bandwidth [7] [8]. A
typical OBS network works as follows. Multiple packets to the
same egress edge node are packed together into adata burstat
ingress edge nodes. The control information for a data burst,
contained in aburst header packet (BHP), is transmitted on
a separate control channel. BHPs are processed electronically
at each intermediate node to reserve network resources before
the data burst arrives at a node. Data bursts will then be routed
all-optically on data channels through the network.

Data loss due toburst contentionis a special issue in OBS
networks, because of the burstiness of IP traffic and the lack of
effective optical buffering technique. Burst contention occurs
when multiple bursts contend for the same outgoing channel
on the same wavelength at the same time. There are many
solutions to reduce the impact of burst contentions, such as in
[9]-[12]. In this paper, we propose two new schemes,static
over-provisioning(SOP) anddynamic membership(DM), to
alleviate the data loss problem in manycasting. The proposed
schemes take into consideration the specific properties of
manycast. The proposed schemes are not a replacement of
existing contention resolution schemes but a complement to
those schemes. That is, the proposed schemes could be used
together with existing contention resolution schemes to further
reduce data loss due to burst contentions.

The rest of this paper is organized as follows. In Section II,
we discuss issues of supporting manycasting service over OBS
networks. In Section III, we elaborate the details of the two
new schemes to reduce data loss for manycasting service.
Simulation results are presented in Section IV. The paper is
concluded with Section V.

II. M ANYCASTING SERVICE

The manycasting service over OBS networks is a service
which will send a manycast burst(s,Dc, k) from the sources
to k destinations among candidate destinations inDc. Due to



burst contention, this service is a best-effort service and there
is no guarantee that there will be exactlyk destinations that
actually receive the burst. In the rest of this section, we discuss
the details of implementing such a manycasting service over
OBS networks. Since manycasting is a generalization of multi-
casting, the general ideas of multicasting over OBS networks
[13] [14] [15] are largely applicable here for manycasting.
The difference from multicasting is that, for manycasting, we
need an independent or a coordinated process to choosek
destinations, in addition to the routing to these destinations.

We first discuss the routing issue. From a hardware point of
view, optical multicasting is a fundamental function to support
manycasting over optical networks. Optical multicasting could
be implemented by multicast capable optical cross connects
(MC-OXCs) using optical splitters [16] [17]. Through MC-
OXCs, optical route trees could be set up dynamically for
manycasting requests. The next question is how to calculate
the route tree. As we mentioned before, the best routing
algorithm is a 4-approximation algorithm with polynomial
complexity [6]. However, this algorithm is still too complex
for OBS networks with dynamic traffic. Note that, in IP
multicasting, shortest-path tree (SPT) [18] is the only routing
algorithm used for source specific IP multicasting, due to ease
of implementation and the efficiency of computation [19]. For
the same reasons, we propose a variation of the shortest-path
tree algorithm for manycasting as follows.

• Step 1: Find the shortest paths from the sources to all
destinations inDc.

• Step 2: All destinations inDc are sorted into a non-
decreasing order according to the shortest distances from
the sources to the destinations.

• Step 3: The firstk destinations are selected and then the
shortest paths from the source to these destinations are
merged to obtain the route tree for the manycast request.

In terms of the network sizen, the three steps are with
time complexityO(n2), O(1), andO(n), respectively. If the
shortest paths from the source to all destinations are known,
the above SPT algorithm has linear time complexityO(n).
After the route tree is calculated, a control message may be
sent out along the route tree to set up the multicast routing
tables at involved nodes. When a manycast burst arrives at a
node, the multicast table is consulted to find next hop(s) for
the burst. A new BHP will be generated for each next hop and
sent to the next hop.

The SPT algorithm can also be implemented in a distributed
manner.Step 1is implemented by a unicast routing protocol,
which results in a unicast routing table at each node.Step 2
is executed at the source node in constant time.Step 3works
as follows. After Step 2, the source will embed the list of
selectedk destinations into the BHP packet. Upon receiving
a BHP, the node looks up its unicast routing table to find the
next hop for each destination listed in the header. For each
next hop, a new BHP is generated which includes only those
destinations that should be routed through this next hop node.
This process continues until the packet reaches the destinations

or is discarded at some intermediate node. The complexity
of the distributed version of the SPT algorithm is reduced to
constant timeO(1) at each involved node.

Bursts for manycast could be assembled in the same way
as bursts for unicast. When a burst is ready to transmit, a
BHP will be sent out along the route for the manycast request.
The well-known OBS signaling protocols for unicast traffic,
i.e., tell-and-wait (TAW), tell-and-go (TAG), just-in-time (JIT)
and just-enough-time (JET) [20], can be used for manycasting
with the modifications described in the above centralized or
distributed version of the SPT algorithm. In the source and
intermediate nodes, we adopt apartial blocking policy, in
which, if a burst is blocked at any child branch, the other
copies of the burst will continue to be routed to those un-
blocked child branches. The rationale behind this policy is that
an OBS network will do its best to reach as many destinations
as possible, and then, if necessary, a higher layer will re-
transmit data to those blocked destinations. Thus, bursts can be
scheduled independently for each child branch by using classic
scheduling algorithms, such as LAUC and LAUC-VF [21].
Note that, manycasting service could also be implemented by
using other blocking policies and scheduling algorithms.

III. N EW SCHEMES TO REDUCE DATA LOSS

Due to the lack of effective optical buffers in OBS networks
and the one-way resource reservation mechanism, data loss re-
sulting from burst contention cannot be avoided in typical OBS
networks. In this section, we propose two new schemes,static
over-provisioning(SOP) anddynamic membership(DM), to
alleviate the data loss problem in manycasting. The proposed
schemes take into consideration the specific properties of
manycast. The idea behind the new schemes is to improve
data availability through controlled redundancy.

The first scheme,static over-provisioning(SOP) is mo-
tivated by the following observation. Because of the loss
property of OBS networks, even at low load, we cannot
guarantee that a burst will be received byk destinations, even
if we could find the optimal solution (optimalk destinations
out of Dc and the optimal route for thek destinations) for
a manycast request(s,Dc, k). Instead of trying to avoid or
resolve burst contentions such that a burst could reach the
designated destination(s), we send the burst to a total ofk+k′

destinations instead of onlyk destinations as indicated by the
request, where0 ≤ k′ ≤ |Dc|−k. As a special case, ifk′ = 0,
there is no over-provisioning. If the bursts to some of the
k + k′ destinations are lost, the total number of destinations
which actually receive the burst may still bek or more with a
high probability, such that the user requirement of a manycast
request is satisfied. We then need to study two sub-problems:
1) how to decide the numberk′, given the request(s,Dc, k)
and the network status; and 2) how to choose these additional
k′ destinations. In this paper, we focus on the second sub-
problem and evaluate the impact of a givenk′ on the network
performance using SOP.

Here are the details of the SOP scheme. In SOP, the
additional k′ destinations will be decided before the burst



(actually the BHP of the burst) is sent out from the source
node. SOP could be used with either the centralized or the
distributed version of the SPT routing algorithm, with a simple
extension as follows: before the execution ofStep 3 in the
SPT algorithm, we increase the value ofk to the value of
k+k′. By this extension,k′ additional destinations, which have
the shortest distances afterk destinations have been selected,
are included into the route tree. This extension is consistent
with the idea of choosing the firstk destinations which have
the shortest distance from the source. Although we choose
the additionalk′ destinations in this manner, alternatives are
possible, such as choosing the additionalk′ destinations that
have the least overlap with the route tree for the firstk
destinations.

The second scheme,dynamic membership(DM), takes a
different perspective from SOP. In the SPT algorithm of
Section II and the SOP scheme, the designated destinations
and the route tree are decided at the source node, which is
independent of network status. After that, the manycast request
actually becomes a multicast request, which will be routed
along the pre-calculated route tree. Since it is difficult for the
source node to obtain the exact status information of nodes
along the route tree, it may be a better choice to postpone such
a decision until the burst actually arrives at intermediate nodes.
In order to obtain such a flexibility, destination information
should be included in the BHPs. Thus, the proposed DM
scheme will work well with the distributed version of the SPT
algorithm.

Here are the details of the DM scheme. In DM, a designated
set of k destinations is tentatively set up at the source node
as before. Instead of discarding the remaining(|Dc| − k)
destinations, we evenly distribute the remaining destinations
into all child branches at the source node. With the extra
destinations, each burst that arrives at an intermediate node
is still a manycast burst instead of a multicast burst. Then, if
any designated destination is blocked at an intermediate node,
we may send the burst to some of these extra destinations such
that the total number of destinations which actually receive the
burst is still no less thank. Therefore, in DM, the designated
set ofk destinations may change dynamically along the route
tree according to the status of the network. In turn, the route
tree itself may change accordingly. The algorithm for DM with
the distributed version of SPT works as follows:
• [Input]: a manycast(u,Du, ku) arrives at Nodeu (the

source or an intermediate node) with a candidate desti-
nation setDu, among whichku destinations are expected
to be chosen as the actual destinations.

• [Output]: a list of(vi, Dvi , kvi) manycast requests to the
next hop Nodevi, i = 1, 2, · · · , z, wherez is the number
of child branches.

• Step 1: If u ∈ Du, a copy of the burst will be dropped
locally at Nodeu and updateDu ← Du−u, ku ← ku−1.

• Step 2: Sort the destinations inDu in non-decreasing
order according to the shortest distance from Nodeu to
each destination.

• Step 3: Sequentially handle the destinations one by one
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Fig. 1. An illustrative example for the DM scheme with distributed SPT.
(i) a shortest-path routing tree in a network; (ii) the routing of a manycast
(1, {5, 6, 8, 9}, 2) from source Node1. We consider the following cases: (a)
Link 〈1, 2〉 and Link 〈1, 3〉 are free; (b) Link〈2, 5〉 is free; (c) Link 〈2, 5〉
is blocked and Link〈2, 4〉 is free; (d) Link 〈4, 8〉 is free; (e) Link〈3, 6〉 is
free; (f) Link 〈3, 6〉 is blocked and Link〈3, 7〉 is free; (g) Link〈7, 9〉 is free.

from the ordered list untilku destinations are successfully
scheduled or all destinations are processed. For each
destinationdi ∈ Du, we find the next hop Nodevi to
the destination from the unicast routing table. If Link
〈u, vi〉 is freely available for the burst,Dvi ← Dvi + di,
kvi

← kvi
+ 1. Otherwise, destinationdi is discarded.

• Step 4: For those untouched candidate destinations inStep
3, sequentially assign these nodes one by onedi to the
list of next hops Nodevi in a Round-Robin fashion, i.e.,
Dvi ← Dvi + di. Then, the algorithm terminates.

At the source node, the input to the above algorithm will be
the manycast request itself(s,Dc, k). In Step 4, by distributing
the untouched destinations evenly among the child branches,
we may expect that each branch obtains some redundant
protection from potential destination blocking. Note that DM
is different from the well-known deflection routing scheme. In
DM, if a destination is blocked, the destination is discarded
and an alternative will be chosen to replace the blocked one.
On the contrary, in deflection routing, if a destination is
blocked on its primary route, an alternative route (if available)
will be used to route the burst to the same destination.

Let us give an example to illustrate how the proposed
schemes work. Fig. 1 (i) depicts a shortest-path routing tree
rooted at Node1 and covering Node2 through Node9. Other
links between nodes are not shown for clarity. A manycast
request(1, {5, 6, 8, 9}, 2) originates from Node1 and intends
to reach two destinations out of the candidate destinations
{5, 6, 8, 9}. With regular SPT routing, we reduce the request to
(1, {5, 6}, 2). With SOP, we may instead reduce the request to
(1, {5, 6, 8}, 3), assumingk′ = 1. Suppose the burst to Node5
is lost at Link〈2, 5〉. With regular SPT, the burst reaches only
a single destination{6}. On the contrary, with SOP, the burst
may still reach two destinations{6, 8} such that the request
is fulfilled. For DM, we consider the case in which both links
〈1, 2〉 and 〈1, 3〉 are free, as indicated in Fig. 1 (ii) (a). In
this case, the scheduling at Node1 to Node 5 and Node6
succeeds. The remaining destinations, Node8 and Node9,
will then evenly be dispatched into one of the two branches.
We obtain two manycasts(2, {5, 8}, 1) and (3, {6, 9}, 1). At
Node 2, if Link 〈2, 5〉 is free, the burst will be only sent to
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Fig. 2. The NSF network with14 nodes and21 bi-directional links (link
distance in kilometers).

Node5, since the distance from Node2 to Node5 is shorter
than that to Node8, as the case in Fig. 1 (ii) (b); if Link〈2, 5〉
is blocked and Link〈2, 4〉 is free, Node5 is discarded from
the set of candidate destinations and the manycast will be sent
to Node8 through Node4, which is shown in (c) and (d) of
Fig. 1 (ii). The handling of the other branch from Node1 to
Node3 is similar and is shown in (e)-(h) of Fig. 1 (ii). As we
can see from this example, the proposed new schemes may
reduce the blocking probability of manycasting service.

With either SOP or DM, there is no guarantee that con-
secutive burst transmissions for the same manycast session
will reach exactly the same set of destinations. We refer
to this phenomena asnon-deterministic receiving(NDR).
NDR may be desirable or non-desirable, depending on the
manycast application. For example, in quorum consensus, it
is not required that the set of destinations which receive the
data are exactly the same from transmission to transmission.
Statistically, either SOP or DM can achieve some kind of load
balancing. In this case, NDR is probably desirable. In another
example, database protection via replication, a snapshot of the
data should be sent through continual transmissions to the
exact same set of sites among possible candidate sites. In this
case, NDR will corrupt the integrality of the data. However,
if the data can be transmitted with one transmission (such as
placing it into one burst), NDR may again become desirable
to achieve load balance.

IV. SIMULATION RESULTS

In this section, we present numerical results from our
simulations. We evaluate the performance in terms ofaverage
request blocking ratioandaverage request delay. We first give
definitions of the metrics. Letq be the total number of requests
in the simulation. Consider a manycast request(s,Df

c , k). Let
D′

f be the set of destinations which actually receive the data. If
there are more thank destinations actually receiving the data
(with SOP), it is equivalent tok destinations from the user’s
point of view. Thus, we define theaverage request blocking
ratio asb̄ =

∑
f [1.0−min(|D′

f |, k)/k]/q. Theaverage request
delay is defined as̄t = (

∑
f

∑
i∈D′f

ti)/(
∑

f |D′
f |), whereti

is the delay from the source to the destination Nodei. Both
definitions are applicable to SPT with or without SOP and
DM.
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levels of over-provisioning. Here, for convenience,(−1) denotes the case of
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Next we discuss the simulation settings. We use the NSF
network in our simulation as shown in Fig. 2. All links are
bidirectional. All links have the same transmission rate of
10 Gb/s. Bursts arrive to the network according to a Poisson
process with an arrival rate ofλ bursts per second. The length
of a burst is exponentially distributed with expected service
time of 1/µ seconds. The network load is then defined asλ/µ.
The source and candidate destinations of a manycast request
are evenly distributed among all nodes. There are no optical
buffers or wavelength converters. As a first step, only a single
wavelength plane is considered in the simulation. As in [1] [5],
we consider candidate destination setDc at small, medium,
and large sizes, and the intended number of destinations is
a majority of the group. We use notationm/k to denote a
manycast request with group sizem and intended number of
destinationsk. To be specific, we will consider three typical
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configurations: 3/2, 7/4, and 11/6.
We first evaluate the blocking performance of the SOP

scheme with different levels of over-provisioning. The results
are shown in Fig. 3, where the network load is 0.1. Similar
results were observed under other network load values. It is
clear that the SOP scheme can effectively reduce data loss. The
more destinations we over-provision, the lower the average
request blocking ratio. The blocking performance of DM and
DM plus SOP with different levels of over-provisioning is
shown in Fig. 4, where the network load is 0.1. Similar results
were observed under other network load values. It can be
observed that the DM scheme can significantly reduce data
loss. Combined with SOP, data loss is further reduced to some
extent. As opposed to SOP above, too much over-provisioning
may degrade the performance of DM plus SOP. As shown in
Fig. 4, the optimal over-provisioning in DM plus SOP depends
on the manycast configurationm/k. In practice, we should use
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DM plus SOP with caution or may simply choose DM.
Next, we compare the performance between regular SPT

routing, the SOP scheme with the best over-provisioning,
and DM. We take manycast configuration7/4 as an example
and similar results are observed for manycast3/2 and 11/6.
The average request blocking ratio under different ranges of
network load is shown in Fig. 5 to Fig. 7. It is observed that
the DM scheme has a slightly better blocking performance
than the SOP scheme with the best over-provisioning (here,
k′ = 3), while both schemes can significantly improve the
blocking performance over regular SPT routing when the
average request blocking ratio is below 55%. The delay
performance is shown in Fig. 8. The result is as expected
in that the SPT algorithm has the least delay and that both
schemes will slightly increase the delay. This can be explained
as follows. On one hand, regular SPT algorithm chooses only
the first k destinations which are with the shortest distances



from the source. On the other hand, both SOP and DM tend to
send the burst to extra destinations which have longer distance
than those nodes chosen by regular SPT algorithm. Note that,
in the definition of the average request delayt̄, we take the
average of delays of all destinations receiving the burst.

V. CONCLUSION

In this paper, we discuss the issues of supporting many-
casting service over OBS networks. We propose a simple yet
efficient routing algorithm for manycasting, which is based on
the classic shortest-path tree algorithm. Our discussion shows
that, by using multicast capable OXCs, only minor changes
are needed for the well-studied OBS network architecture
which aims at unicasting to support manycasting service. In
this paper, we pay special attention to the data loss issue
in manycasting due to burst contentions. We propose two
new schemes,static over-provisioning(SOP) anddynamic
membership(DM), to alleviate this data loss problem. The
proposed schemes take into consideration the specific proper-
ties of manycasting. The new schemes are a complement to
existing contention resolution schemes. The effectiveness of
the proposed schemes is verified by our simulations.
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