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~ Abstract—In this paper, we discuss for the first time the proposed by [6]. In this paper, we are not proposing a better
issue of supporting manycasting service over optical burst- routing algorithm for the manycast problem. Instead, our focus

switched (OBS) networks. One of the primary challenges in g on the data loss issue of manycasting service over OBS
providing manycasting service over OBS networks is to reduce networks

data loss due to burst contentions. We propose two new schemes, ) . L .
static over-provisioning(SOP) and dynamic membership(DM), We first give a brief introduction to the OBS network.
to alleviate this data loss problem. The proposed schemes takeOptical burst switching is a promising technique for future
into consideration the specific properties of manycasting, and the wavelength division multiplexing (WDM) networks which are
schemes may complement existing contention resolution SChemeScapabIe of providing up to terabit/s bandwidth [7] [8]. A

The effecti f th h i ifi h h % .
Sin?u;ti(e;(r:]t.lveness of the proposed schemes is verified throug typical OBS network works as follows. Multiple packets to the

Keywords: Multicast, Manycast, IP, WDM, and OBS. same egress edge node are packed together phtasburstat
ingress edge nodes. The control information for a data burst,

|. INTRODUCTION contained in aburst header packet (BHP)s transmitted on

The manycast problemalso referred to as the quorumcasa separate control channel. BHPs are processed electronically
problem and the k-Steiner tree problem, was first proposedaheach intermediate node to reserve network resources before
1994 independently by [1] and [2], and is defined as follow$he data burst arrives at a node. Data bursts will then be routed
given a networkG(V, E), an edge cost functiop: £ — R™, all-optically on data channels through the network.
an integerk, a sources, and a subset of candidate destinations Data loss due tturst contentioris a special issue in OBS
D.CV,|D.|=m >k, find a minimum cost tree spanniitg networks, because of the burstiness of IP traffic and the lack of
destinations inD... The cost of a tree is defined as a sum of theffective optical buffering technique. Burst contention occurs
cost of edges on the tree. A manycast request can simplyvielegen multiple bursts contend for the same outgoing channel
denoted ags, D., k). A subtle difference between manycasbn the same wavelength at the same time. There are many
and multicast is that, in manycast, thetual destinations to solutions to reduce the impact of burst contentions, such as in
be covered are to be determined instead of being given ag9ft[12]. In this paper, we propose two new schemststic
multicast. The manycast problem is NP-hard [2]. over-provisioning(SOP) anddynamic membershifDM), to

To support manycasting service in IP over optical burstlleviate the data loss problem in manycasting. The proposed
switched (OBS) networks, we first need to decide which layschemes take into consideration the specific properties of
should be responsible for selectirig out of m candidate manycast. The proposed schemes are not a replacement of
destinations. If the selection is done at the IP layer, manycasisting contention resolution schemes but a complement to
requests become multicast requests to the OBS layer, dhdse schemes. That is, the proposed schemes could be used
it is sufficient that OBS networks support only multicastingogether with existing contention resolution schemes to further
service. However, for an overlay network architecture, whiateduce data loss due to burst contentions.
is the most used network architecture in practice, the IP layerThe rest of this paper is organized as follows. In Section I,
usually does not have much information about the OBS layere discuss issues of supporting manycasting service over OBS
Then the selection df destinations by the IP layer is similar tonetworks. In Section Ill, we elaborate the details of the two
the random algorithmin [1], which has been proved to havenew schemes to reduce data loss for manycasting service.
poor performance. Therefore, supporting manycasting at tBanulation results are presented in Section IV. The paper is
OBS layer is necessary for bandwidth-efficient manycastingoncluded with Section V.

The manycast problem has already attracted much research
attention [1]-[6]. These work focus on finding good routing
algorithms to minimize the total cost for a manycast request.The manycasting service over OBS networks is a service
To date, the best available routing algorithm for the manycashich will send a manycast burst, D, k) from the sources
problem in a general network is a 4-approximation algorithto & destinations among candidate destination®jn Due to

Il. MANYCASTING SERVICE



burst contention, this service is a best-effort service and theneis discarded at some intermediate node. The complexity
is no guarantee that there will be exactlydestinations that of the distributed version of the SPT algorithm is reduced to
actually receive the burst. In the rest of this section, we discusanstant timeO(1) at each involved node.
the details of implementing such a manycasting service overBursts for manycast could be assembled in the same way
OBS networks. Since manycasting is a generalization of muléis bursts for unicast. When a burst is ready to transmit, a
casting, the general ideas of multicasting over OBS networB$1P will be sent out along the route for the manycast request.
[13] [14] [15] are largely applicable here for manycastingThe well-known OBS signaling protocols for unicast traffic,
The difference from multicasting is that, for manycasting, wee., tell-and-wait (TAW), tell-and-go (TAG), just-in-time (JIT)
need an independent or a coordinated process to chbosand just-enough-time (JET) [20], can be used for manycasting
destinations, in addition to the routing to these destinationswith the modifications described in the above centralized or
We first discuss the routing issue. From a hardware point @istributed version of the SPT algorithm. In the source and
view, optical multicasting is a fundamental function to suppotfitermediate nodes, we adopt partial blocking policy in
manycasting over optical networks. Optical multicasting coulihich, if a burst is blocked at any child branch, the other
be implemented by multicast capable optical cross conneegpies of the burst will continue to be routed to those un-
(MC-OXCs) using optical splitters [16] [17]. Through MC-blocked child branches. The rationale behind this policy is that
OXCs, optical route trees could be set up dynamically fén OBS network will do its best to reach as many destinations
manycasting requests. The next question is how to calcula® possible, and then, if necessary, a higher layer will re-
the route tree. As we mentioned before, the best routiig@nsmit data to those blocked destinations. Thus, bursts can be
algorithm is a 4-approximation algorithm with polynomialscheduled independently for each child branch by using classic
complexity [6]. However, this algorithm is still too complexscheduling algorithms, such as LAUC and LAUC-VF [21].
for OBS networks with dynamic traffic. Note that, in IPNote that, manycasting service could also be implemented by
multicasting, shortest-path tree (SPT) [18] is the only routinigsing other blocking policies and scheduling algorithms.
algorithm used for source specific IP multicasting, due to ease
of implementation and the efficiency of computation [19]. For
the same reasons, we propose a variation of the shortest-patRue to the lack of effective optical buffers in OBS networks
tree algorithm for manycasting as follows. and the one-way resource reservation mechanism, data loss re-
sulting from burst contention cannot be avoided in typical OBS
networks. In this section, we propose two new schersiasic
over-provisioning(SOP) anddynamic membershifDM), to
decreasing order according to the shortest distances frgHﬁV'ate the datg loss prqblem_m manycastlng. The pro_posed
schemes take into consideration the specific properties of

the sources to the destinations. manycast. The idea behind the new schemes is to improve

o Step 3 The firstk destinations are selected and then théeata availability through controlled redundancy

shortest paths from the source to these destinations A& e first schemestatic over-provisioning(SOP) is mo-

merged to obtain the route tree for the manycast requeus\;ated by the following observation. Because of the loss

In terms of the network size, the three steps are withproperty of OBS networks, even at low load, we cannot
time complexityO(n?), O(1), andO(n), respectively. If the guarantee that a burst will be received byestinations, even
shortest paths from the source to all destinations are knovifiwe could find the optimal solution (optimal destinations
the above SPT algorithm has linear time complexityn). out of D, and the optimal route for thé destinations) for
After the route tree is calculated, a control message may &emanycast requess, D., k). Instead of trying to avoid or
sent out along the route tree to set up the multicast routingsolve burst contentions such that a burst could reach the
tables at involved nodes. When a manycast burst arrives ajesignated destination(s), we send the burst to a totahdf’
node, the multicast table is consulted to find next hop(s) fdestinations instead of only destinations as indicated by the
the burst. A new BHP will be generated for each next hop amdquest, wheré < k' < |D.|—k. As a special case, ¥ = 0,
sent to the next hop. there is no over-provisioning. If the bursts to some of the

The SPT algorithm can also be implemented in a distributéd+ &’ destinations are lost, the total number of destinations
manner.Step lis implemented by a unicast routing protocolwhich actually receive the burst may still Beor more with a
which results in a unicast routing table at each ndgtep 2 high probability, such that the user requirement of a manycast
is executed at the source node in constant ti8tep 3works request is satisfied. We then need to study two sub-problems:
as follows. After Step 2 the source will embed the list of 1) how to decide the numbér’, given the requests, D, k)
selectedk destinations into the BHP packet. Upon receivingnd the network status; and 2) how to choose these additional
a BHP, the node looks up its unicast routing table to find thé destinations. In this paper, we focus on the second sub-
next hop for each destination listed in the header. For eagtoblem and evaluate the impact of a giv€ron the network
next hop, a new BHP is generated which includes only thoperformance using SOP.
destinations that should be routed through this next hop nodeHere are the details of the SOP scheme. In SOP, the
This process continues until the packet reaches the destinatiadditional ¥’ destinations will be decided before the burst

IIl. NEW SCHEMES TO REDUCE DATA LOSS

« Step 1 Find the shortest paths from the sourcé¢o all
destinations inD...
o Step 2 All destinations inD. are sorted into a non-



(actually the BHP of the burst) is sent out from the source (4.{5.6.89.2)

node. SOP could be used with either the centralized or the Ny”

distributed version of the SPT routing algorithm, with a simple - 3 @1{58,1) (346,91
extension as follows: before the execution Step 3in the © ® ®@ ®
SPT algorithm, we increase the value lofto the value of

k+k'. By this extensionk’ additional destinations, which have 4 7 @& eEgn G6ay 0y
the shortest distances afterdestinations have been selected, (d)é W’
are included into the route tree. This extension is consisten 9 @{8.1 ©.{% D

with the idea of choosing the firét destinations which have @ (ii)
the shortest distance from the source. Although we choose _ _ o
the addiionall’ destinations in this manner, altematives arf, L, A7 Ilsiatue example o e o schene wib ditibuted <97,
possible, such as choosing the additiohadestinations that (1, {5 6,s,9},2) from source Node. We consider the following cases: (a)
have the least overlap with the route tree for the fitst Link (1,2) and Link(1,3) are free; (b) Link(2,5) is free; (c) Link(2,5)
destinations. :cs bl.ockeL(‘j Eng Eln!(<2t;l4> llsdfreeéj (3) L|£1k7<4‘, 8]2 is .free;L(_e?( L7|nI9<(3,f]jc> is
The second schemelynamic membershifDM), takes a ree; ) Link (3, 6) Is blocked and Link3, 7) fs free; (g) Link(7, 9} Is Tree.
different perspective from SOP. In the SPT algorithm of
Section Il and the SOP scheme, the designated destinations from the ordered list untit,, destinations are successfully
and the route tree are decided at the source node, which is Scheduled or all destinations are processed. For each
independent of network status. After that, the manycast request destinationd; € D,, we find the next hop Node; to
actually becomes a multicast request, which will be routed the destination from the unicast routing table. If Link
along the pre-calculated route tree. Since it is difficult for the (i) is freely available for the burst),, «— D., +d;,
source node to obtain the exact status information of nodes kv, < kv, + 1. Otherwise, destinatiod; is discarded.
along the route tree, it may be a better choice to postpone such Step 4 For those untouched candidate destinatiorttep
a decision until the burst actually arrives at intermediate nodes. 3. Sequentially assign these nodes one by énéo the
In order to obtain such a flexibility, destination information  list of next hops Node; in a Round-Robin fashion, i.e.,
should be included in the BHPs. Thus, the proposed DM Dv, <= Dy, +di. Then, the algorithm terminates.
scheme will work well with the distributed version of the SPTAt the source node, the input to the above algorithm will be
algorithm. the manycast request itsé€l, D.., k). In Step 4 by distributing
Here are the details of the DM scheme. In DM, a designatéite untouched destinations evenly among the child branches,
set of k£ destinations is tentatively set up at the source noé may expect that each branch obtains some redundant
as before. Instead of discarding the remainifi®.| — k) protection from potential destination blocking. Note that DM
destinations, we evenly distribute the remaining destinatioissdifferent from the well-known deflection routing scheme. In
into all child branches at the source node. With the ext@aM, if a destination is blocked, the destination is discarded
destinations, each burst that arrives at an intermediate neofel an alternative will be chosen to replace the blocked one.
is still a manycast burst instead of a multicast burst. Then,@fn the contrary, in deflection routing, if a destination is
any designated destination is blocked at an intermediate nodiecked on its primary route, an alternative route (if available)
we may send the burst to some of these extra destinations swilhbe used to route the burst to the same destination.
that the total number of destinations which actually receive theLet us give an example to illustrate how the proposed
burst is still no less thak. Therefore, in DM, the designatedschemes work. Fig. 1 (i) depicts a shortest-path routing tree
set of k destinations may change dynamically along the routeoted at Node and covering Nod& through Node). Other
tree according to the status of the network. In turn, the rouiaks between nodes are not shown for clarity. A manycast
tree itself may change accordingly. The algorithm for DM withequest(1, {5, 6, 8,9}, 2) originates from Nodé and intends
the distributed version of SPT works as follows: to reach two destinations out of the candidate destinations
o [Input]: a manycast(u, D, k,,) arrives at Nodeu (the {5,6,8,9}. With regular SPT routing, we reduce the request to
source or an intermediate node) with a candidate desti, {5,6},2). With SOP, we may instead reduce the request to
nation setD,,, among whichk,, destinations are expected(1, {5, 6, 8}, 3), assuming:’ = 1. Suppose the burst to Node
to be chosen as the actual destinations. is lost at Link (2, 5). With regular SPT, the burst reaches only
o [Output]: a list of (v;, D,,, k,,) manycast requests to thea single destinatiof6}. On the contrary, with SOP, the burst
next hop Nodey;, i = 1,2, --- , z, wherez is the number may still reach two destination&s, 8} such that the request
of child branches. is fulfilled. For DM, we consider the case in which both links
e Step 1If w € D, a copy of the burst will be dropped(1,2) and (1,3) are free, as indicated in Fig. 1 (ii) (a). In
locally at Nodeu and updateD,, «— D, —u, k, — k,—1. this case, the scheduling at Nodeto Node 5 and Node6
o Step 2 Sort the destinations iD,, in non-decreasing succeeds. The remaining destinations, Nédand Node9,
order according to the shortest distance from Nad® will then evenly be dispatched into one of the two branches.
each destination. We obtain two manycast&, {5,8},1) and (3,{6,9},1). At
« Step 3 Sequentially handle the destinations one by ordode 2, if Link (2,5) is free, the burst will be only sent to
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Node 5, since the distance from Nodeto Node5 is shorter
than that to Node, as the case in Fig. 1 (ii) (b); if Link2, 5)
is blocked and Link(2,4) is free, Node5 is discarded from Fig. 3. The blocking performance of SOP with different levels of over-
the set of candidate destinations and the manycast will be SsE/gyisioning.(0) means there is no over-provisioning. All others are for the
to Node8 through Node4, which is shown in (c) and (d) of SOP scheme. The network load s 0.1.

Fig. 1 (ii). The handling of the other branch from Notl¢o

Over-Provisioning

Node3 is similar and is shown in (e)-(h) of Fig. 1 (ii). As we 0.024
can see from this example, the proposed new schemes may .

) . ) . 0.022
reduce the blocking probability of manycasting service. o

With either SOP or DM, there is no guarantee that cong 002
secutive burst transmissions for the same manycast sessign

i o 0.018 |
will reach exactly the same set of destinations. We refeg .

to this phenomena ason-deterministic receivingNDR). g 0016 | [
NDR may be desirable or non-desirable, depending on th§ 0.014 T @ e

manycast application. For example, in qguorum consensus,
is not required that the set of destinations which receive thg 0012 |
data are exactly the same from transmission to transmissiof. 0oL | 32— |
Statistically, either SOP or DM can achieve some kind of load 3
balancing. In this case, NDR is probably desirable. In another  0.008
example, database protection via replication, a snapshot of the i
data should be sent through continual transmissions to the

exact same set of sites among possible candidate sites. In #yS4. The blocking performance of DM and DM plus SOP with different
case, NDR will corrupt the integrality of the data. Howevelgvels of over-provisioning. Here, for convenien¢e;1) denotes the case of

; ; ; iaqi rggular SPT without DM or SOR0) denotes the case of DM without SOP.
i th(.a dafta. can be transmitted with one t|-’ansm|SS|on (SITICh ﬁ'l%gthers are for the cases of DM plus SOP. The network load is 0.1.
placing it into one burst), NDR may again become desirable

to achieve load balance.

Over-Provisioning

IV. SIMULATION RESULTS Next we discuss the simulation settings. We use the NSF
network in our simulation as shown in Fig. 2. All links are
In this section, we present numerical results from ouwidirectional. All links have the same transmission rate of
simulations. We evaluate the performance in termav@rage 10 Gb/s. Bursts arrive to the network according to a Poisson
request blocking rati@ndaverage request delayVe first give process with an arrival rate of bursts per second. The length
definitions of the metrics. Let be the total number of requestsof a burst is exponentially distributed with expected service
in the simulation. Consider a manycast requesD/, k). Let time of 1/, seconds. The network load is then defined ag.
D'; be the set of destinations which actually receive the dataTihe source and candidate destinations of a manycast request
there are more thah destinations actually receiving the dataire evenly distributed among all nodes. There are no optical
(with SOP), it is equivalent t& destinations from the user’sbuffers or wavelength converters. As a first step, only a single
point of view. Thus, we define thaverage request blocking wavelength plane is considered in the simulation. As in [1] [5],
ratio asb = 3 ,[1.0—min(| D%/, k)/k]/q. Theaverage request we consider candidate destination gt at small, medium,
delayis defined ag = (3, ZieD} t:)/ (224 |D}1), wheret; and large sizes, and the intended number of destinations is
is the delay from the source to the destination NedBoth a majority of the group. We use notation/k to denote a
definitions are applicable to SPT with or without SOP anchanycast request with group size and intended number of
DM. destinationsk. To be specific, we will consider three typical
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7/4 [at medium load]. 7/4.

configurations: 3/2, 7/4, and 11/6. DM plus SOP with caution or may simply choose DM.

We first evaluate the blocking performance of the SOP Next, we compare the performance between regular SPT
scheme with different levels of over-provisioning. The result®uting, the SOP scheme with the best over-provisioning,
are shown in Fig. 3, where the network load is 0.1. Similand DM. We take manycast configuratigyd as an example
results were observed under other network load values. Itaisd similar results are observed for manycy& and 11/6.
clear that the SOP scheme can effectively reduce data loss. The average request blocking ratio under different ranges of
more destinations we over-provision, the lower the averagetwork load is shown in Fig. 5 to Fig. 7. It is observed that
request blocking ratio. The blocking performance of DM anthe DM scheme has a slightly better blocking performance
DM plus SOP with different levels of over-provisioning isthan the SOP scheme with the best over-provisioning (here,
shown in Fig. 4, where the network load is 0.1. Similar resulis = 3), while both schemes can significantly improve the
were observed under other network load values. It can bkcking performance over regular SPT routing when the
observed that the DM scheme can significantly reduce daeerage request blocking ratio is below 55%. The delay
loss. Combined with SOP, data loss is further reduced to soperformance is shown in Fig. 8. The result is as expected
extent. As opposed to SOP above, too much over-provisioniimgthat the SPT algorithm has the least delay and that both
may degrade the performance of DM plus SOP. As shown $chemes will slightly increase the delay. This can be explained
Fig. 4, the optimal over-provisioning in DM plus SOP dependss follows. On one hand, regular SPT algorithm chooses only
on the manycast configuration/k. In practice, we should usethe first & destinations which are with the shortest distances



from the source. On the other hand, both SOP and DM tend[tQ] C. Qiao, M. Jeong, A. Guha, X. Zhang, and J. Wei, “WDM Multicasting
send the burst to extra destinations which have longer distancein P over WDM Networks,” The proceding of IEEE International

. Conference on Network Protocol$999.
than those nodes chosen by regl'”ar SPT algorlthm. Note ”]@4] |. Baldine, G. N. Rouskas, H. G. Perros and D. Stevenson, “Signaling

in the definition of the average request defaywe take the support for multicast and QoS within the JumpStart WDM burst switching

average of delays of all destinations receiving the burst. ﬁlrgci/tggiur%(%ptical Netowrks Magazinevol. 4, no. 6, pp. 68-80,

[15] X.Huang, Q. She, T. Zhang, K. Lu, and J. P. Jue, “Small group multicast
in optical burst switched networksThe proceding of, IEEE/CreateNet

In this paper, we discuss the issues of Supporting many- \(/:VEBOSCEOZO(?OCS-Iacated with IEEE/CreateNet BroadNets 2006, San Jose,

casting service over OBS networks. We propose a simple ygf] L. H. Sahasrabuddhe and B. Mukherjee, “Light trees: optical mul-
efficient routing algorithm for manycasting, which is based on ticasting for improved performance in wavelength routed networks,’

the classic shortest-path tree algorithm. Our discussion shows(fgg;m””'ca“ons Magazine, IEEEOl. 37, issue 2, pp. 67 - 73, Feb.

that, by using multicast capable OXCs, only minor changes W. S. Hu and Q. J. Zeng, “Multicasting optical cross connects employing
are needed for the well-studied OBS network architecture splitter-and-delivery switch/JEEE Photonics Technology Lettersl. 10,

. . . . - . no. 7, pp. 970-972, Jul. 1998.
Wh'Ch aims at unicasting _to suppqrt manycasting SerVIC_e' ] F. K. Hwang, D. S. Richards, and P. Winter, “The Steiner tree problem”,
this paper, we pay special attention to the data l0SS iSSUE Elsevier Science Publishers, 1992.
in manycasting due to burst contentions. We propose tW@] L. H. Sahasrabuddhe, B. Mukherjee, "Multicast routing algorithms and
new schemesstatic over-provisioning(SOP) anddynamic %ootgcols: a tutorial,"IEEE Network vol.14, no.1, pp.90-102, Jan/Feb
membership(DM), to alleviate this data loss problem. Thegzo] Y. Chen, C. Qiao, and X. Yu, “Optical burst switching: a new area in
proposed schemes take into consideration the specific proper-optical networking research/EEE Network vol. 18, no. 3, pp. 16-23,

ties of manycasting. The new schemes are a complemen tﬁMay'J”ne 2004,

V. CONCLUSION

T . . ! 217 Y. Xiong, M. Vandenhoute, and H. C. Cankaya, “Control architecture in
existing contention resolution schemes. The effectiveness of gptical burst-switched WDM networks!EEE Journal on Selected Areas

the proposed schemes is verified by our simulations. in Communicationsvol. 18, pp. 1838-1851, 2000.
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