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Abstract— Recent advances in optical switching technol- avoiding any further delays. Bandwidth is reserved only
ogy allows for the creation of networks in which data for the duration of the burst, this reservation technique
bursts are switched optically at each node, offering a js called just-enough-time (JET) [2].
greater degrc_ee of flexibility suitaple _for handling bursty The primary issue in the OBS core network is con-
Internet traffic. TCP-based applications account for a tention resolution, since the core does not have any

majority of data traffic in the Internet; thus understanding buff Contenti h " burst
and improving the performance of TCP implementa- utiers. Lontention occurs when two or more bursts

tions over OBS networks is critical. Previously, several contend for the same output port at the same time.
articles show that load-balanced routing improves loss- There are several contention resolution techniques, such

performance in OBS. In this paper, we identify the as optical buffering [3], wavelength conversion [4], [5],
ill-effects of load-balanced OBS on TCP performance and deflection routing [6]. These contention resolution
caused due to false time-outs and false fast-retransmit. techniques are reactive in nature, that try to resolve the
We propose source-ordering mechanism that significantly contention when it occurs. These contention resolution
improves TCP throughput. We evaluate the performance iqchnigues attempt to minimize the loss based on the lo-
gfjgaeasr(%%os e?ar?;ee(,:h?glstgxg,r ?gfsr%ﬁCL?Pa;?\?&, cal info_rmgtion at the node. An alternatiye to contention
Vegas over a load-balanced OBS network. resolutlonils to avoid contention before it happens.'
There is a tremendous need to support reliable
Keywords: Transmission Control Protocol (TCP) an&onnection-oriented end-to-end transport service for sup

Optical Burst Switching (OBS). porting new applications, such as the Grid systems. In
the recent years, transmission control protocol (TCP)-
|. INTRODUCTION based applications, such as Web (HTTP), Email (SMTP),

Next-generation high-speed optical Internet will be rggeer-to-peer file sharing [7], [8], and grid computing [9],
quired to support a broad range of emerging applicatioascount for a majority of data traffic in the Internet;
which may not only require significant bandwidth, buthus understanding and improving the performance of
may also have strict requirements with respect to ent€P implementations over OBS networks is critical.
to-end delays and reliability of transmitted data. The important TCP flavors are TCP Tahoe [10], TCP

In optical burst switching (OBS), data to be transmitReno [11], [12], [13], TCP SACK [14], and TCP Vegas
ted is assembled in to bursts and are switched throudh], [16], [17]. The fundamental assumption of all these
the network all optically [1]. Each burst has an associatd@P flavors is that the underlying medium is electronic
control packet called the burst header packet (BHP) amd nature, and that the packets experience queueing
the BHP is sent ahead of time in order to configur@uffering) delays during congestion in the electronic
the switches along the bursts’ route. In OBS networki? routers along the path of the TCP flow. Over the
apart from the data channels, each link has one or mgesars, TCP has undergone significant changes in terms
control channels to transmit BHPs. BHPs carries infoof developing new congestion control mechanisms and
mation about the burst such as source, destination, burahdling issues concerning the need for high-bandwidth
duration, and offset time. Offset time is the time at whicht the presence of long end-to-end delays between the
the burst and BHP are separated at the source and skaders and the receivers [18].
subsequent intermediate nodes. The offset time allowsTCP flavors primarily differ in their implementation
for the BHP to be processed at each intermediate nasfecongestion control mechanisms. TCP and its various
before the data burst arrives. As the BHP travels froffavors can be classified into three categories based
source to destination, it is processed at each intermediatecongestion control mechanisms, they are loss-based,
node in order to configure the optical switches accordelay-based, and rate-based. TCP Tahoe, TCP Reno and
ingly. Then the data burst cuts through the optical lay@ICP SACK are loss-based congestion-control techniques



that use packet losses to estimate the available badd-not take into account TCP false congestion detection.
width in networks. TCP Tahoe is one of the first and Load-balanced routing is an approach to implement
simplest loss-based congestion control versions. T€Bntention avoidance in OBS [27]. Load-balanced rout-
Reno and TCP SACK are widely deployed TCP versioiisg involves two stagesroute calculation and route
in the Internet. TCP Reno and TCP SACK employselection. Both route calculation and route selection can
loss-based congestion-control usitigie-out (TO) and be implemented in a static or a dynamic manner. In this
fast-retransmit (FR) based mechanisms [19]; while TCPaper, we adopt the a load-balanced routing technique
Tahoe employs onlytimeout (TO) based congestionwith static route-calculation and dynamic route-selectio
control. as proposed in [27]. At every seconds, all the ingress
On the other hand, delay-based TCP flavors, such@BS node dynamically selects the least-congested path
TCP Vegas [16], use delay measurements to estiméenong the two static link-disjoint minimum-hop paths)
available bandwidth in the network. The queueing deldg all their destination nodes using the cumulative
measured in TCP can provide information about thmngestion-information of all the link along the two pre-
degree of network congestion, which will make TCRalculated paths. A link is said to be congested, if offered
implementation easier to stabilize a network with ®ad on Link (i,5), Li; > Ppae, Where P, is the
target fairness and high utilization. The performance afaximum load threshold on a link. Let and 7, be the
TCP Vegas has been evaluated in [16], [20]. The papduration of successful burst arrivals and dropped burst
suggests that TCP Vegas achiev®; to 70% higher arrivals during the intervat, respectively. The offered
throughput than TCP Reno by reducing the number lafad on each of the node’s outgoing link is expressed as
packet retransmissions. the duration of all arriving bursts over the intervalis
Recently, a third kind of TCP congestion controgiven by, L; ; = =+,
mechanism, rate-based congestion control has been prdn this paper, we propose source ordering mecha-
posed. A rate-based eXplicit Control Protocol (XCP)ism to minimize the number délse time-outs (FTOs)
has been proposed in [21], where available netwosd false fast retransmit (FFR). FTOs and FFRs are
bandwidth is estimated based on the explicit feedbadkssentially false congestion indicators at the OBS-layer
from routers in the networks. In [22], Rate Controthat are perceived as true TOs or FRs by the TCP-
Protocol (RCP) is proposed, which is similar to XCHRayer. In source ordering, we aim to neutralize the
except that the router assigns a single rate to all flowsgative impact of the delay-differential between multi-
that pass through it. ple transmission paths in the OBS network on higher-
Due to the bufferless nature of OBS core network addyer TCP performance. The remainder of the paper
the one-way based signaling scheme, the OBS netwdskorganized as follows. Section Il discusses the issue
will suffer from random burst losses even at low traffiof supporting TCP over an independently load-balanced
loads. One problem that arises when TCP traffic traverd@BS network. Section Il describes the proposedrce
over OBS networks is that the random burst loss may bedering mechanism in order to improve TCP per-
falsely interpreted as network congestion by the TABrmance over an OBS network. provides background
layer. For example, if a burst that contains all of th@formation on congestion-based load-balanced routing
segments of a TCP sending window is dropped due ito OBS networks. Section IV discusses the simulations
contention at a low traffic load, then the TCP sendeesults and Section V concludes the paper.
times out, leading to false congestion detection. This
false congestion detection is referred to afslae time- Il. TCP OVER LOAD-BALANCED OBS
out (FTO) [23]. When the TCP sender detects this (false) Loss-based TCP congestion-control mechanisms gen-
congestion, it will trigger theslow start congestion con- erally include slow start, congestion avoidance, fast
trol mechanism, which will result in the TCP throughputetransmission, and fast recovery.
being reduced. Another example is when a random bursin TCP Tahoe, a TCP segment loss is detected by a
loss triggers TCP fast retransmission for the case time-out (TO). A TO loss is detected byratransmission
which segments in a TCP sending window are assembtéade-out (RTO), when an acknowledgment for a segment
into multiple bursts. The burst loss will be interpreted ds not received within a certain period of time. TCP
light network congestion and will trigger one or morénterprets a TO loss as a loss due to network congestion;
TCP-layer fast retransmissions. Recently, few worksence, the TCP sender retransmits the lost segment and
have evaluated TCP throughput over a OBS netwoekters into aslow start phase.
[24], [25], [26]. However, these works assume a constantin TCP Reno, if a TCP segment is lost, there are
random burst loss probability in the OBS network, anivo types of loss indicationstime-out (TO) and fast



retransmit (FR). TCP Reno interprets a TO loss as a losegments at the destination due to the delay-differential
due to heavy network congestion; hence, the TCP senbetween the primary and the alternate paths of a load-
retransmits the lost segment and enters ingboav start balanced OBS network.
phase. A fast retransmission is triggered when a TCPTCP Vegas is a delay-based congestion-control mech-
sender receives three duplicate ACKs, which indicateagism. TCP Vegas adopts a more sophisticated band-
that a packet is lost due to light network congestiomidth estimation scheme. It uses the difference be-
hence, the TCP sender enters iffiést retransmission tween expected and actual flows rates to estimate the
andfast recovery without waiting for RTO. available bandwidth in the network [28]. TCP Vegas
In TCP Reno, after receiving triple duplicate ACKsretransmission mechanisms use a fine-grained timer for
the source retransmits one lost segment, reduces the &ss detection, and treats the receipt of certain ACKs
of congestion window by half, and enters intdaat re- as a trigger to check for time-outs. Whenever a loss is
covery phase. During the fast recovery phase, the sourdetected via a triple-duplicate ACK, Vegas reduces the
increases the congestion window by one segment feindow by a quarter instead of half.
each duplicate ACK that it receives. After receiving half TCP Vegas extends the TCP Reno’s retransmission
a window of duplicate ACKs, the congestion windownechanism as follows [15]: First, TCP Vegas records
size will be the same as the window size prior to the faite system clock each time a segment is sent. When
retransmit phase. Thus, the source can send a new paeketACK arrives the sender reads the clock again and
for each additional duplicate ACK that it receives. Thealculates the RTT for the relevant segment. The sender
source exits fast recovery upon the receipt of the ACkses this accurate RTT estimate to decide to retransmit
that acknowledges the retransmitted lost segment, dndhe following two situations:
enters into acongestion avoidance phase. TCP Reno is 1. When a duplicate ACK is received, sender checks
suitable for single segment loss in the sending window, to see if the difference between the current time and
but does not handle multiple losses well. thetimestamp recorded for the relevant segment is
TCP SACK was proposed as an enhancement to TCP greater than the timeout value. If it is, then TCP
Reno. TCP Reno uses an acknowledgement number field Vegas retransmits the segment without having to
that contains a cumulative acknowledgement, indicating wait for three duplicate ACKs. In many cases, losses
the TCP receiver has received all the data up to the are either so great or the window so small that the
indicated byte. Aselective acknowledgement option al- sender will never receive three duplicate ACKs, and
lows receivers to additionally report non-sequential data therefore, Reno would have to rely on the coarse-
they have received. In the load-balanced routing protocol grain timeout mentioned above.
packets can be reached out-of-order because of the del@y When a non-duplicate ACK is received, if it is
difference between the primary path and secondary path. the first or second one after a retransmission, TCP
TCP SACK should perform better than TCP Reno over Vegas again checks to see if the time interval since
a load-balanced OBS due to selective acknowledgement. the segment was sent is larger than the timeout
In the absence of TCP SACK, TCP Reno has per- value. If it is, then TCP Vegas retransmits the
formance problems when multiple packets are dropped segment. This will catch any other segment that
from one window of data. These problems result from may have been lost previous to the retransmission
the need to await retransmission timer expiration before without having to wait for a duplicate ACK.
re-initiating the data flow. TCP SACK is based on &tatic load-balanced routing techniques uses two path
conservative extension of the TCP Reno congestio-transmit data between each source-destination pair, a
control algorithms with the addition of selective acprimary path and an alternate path. The alternate being
knowledgements and selective retransmission. With T@#hger than and link-disjoint from the primary. In such
SACK a sender has a better idea of exactly whidhn scenario, the bursts transmitted on the alternate path
packets have been successfully delivered. Given sunburs longer delay compared to the bursts transmitted
information a sender can avoid unnecessary delays amd the primary path. The path delay-differential) (
retransmissions, resulting in improved throughput.  encountered may cause out-of-order reception of TCP
All the above loss-based approach may cafsdse segments (IP packets) at the destination, resulting in
time out (FTO) andfalse fast retransmit (FFR) in an FTOs and FFRs.
OBS network when there is no serious congestion inConsider the following illustration scenario to better
the network. FTO is caused because of random buwstderstand the issue of FTOs and FFRs due to load-
contention instead of IP router buffer overflow. Whildalanced routing in OBS networks. In Fig. 1(a), Burst B1
FFR is caused because of the out-of-order arrival of T@@nsisting of three segments [S1,S2,S3] is transmitted
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Fig. 1. (c) TCP-over-OBS with fixed-routing, (b) FFR in TCP over ldaalanced OBS, and (c) source-ordering to minimize
FFR (and FTO) in TCP over load-balanced OBS.

and the corresponding acknowledgements [A2,A3,AdEstination. Every time we perform a long-to-short path-
are received. Assuming that the flow is in slow-stagwitch, this scenario is quite common especially when
phase, congestion window doubles and the sender ¢he o value is large. This differential in path-delay can
possibly send at least six packets. Burst B2 consistingsult in FFRs and possibly FTOs (refer Fig. 1(b)). In
of segments [S4,S5,S6] is sent followed by Burst B3 comeurce ordering, every time a long-to-short path-switch
sisting of segments [S7,S8,S9] and so on. In Fig. 1(lm¢curs, we electronically buffer the bursts tbseconds
load-balanced routing in the OBS-layer may result ibefore we start transmitting on the shorter path.

Burst B2 and Burst B3 being transmitted on two different In Fig. 1(c), every time a long-to-short path-switch
paths, say B2 on secondary path and B3 on the primargcurs we delay the burst for the amount of time equiv-
shortest path. The Burst B2 [S4,S5,S6] gets delayed dalent to the path delay-differential of the two paths, using
to longer alternate path, Burst B3 [S7,S8,S9] reachekectronic buffering at the ingress OBS node. Note that
destination before Burst B2 since Burst B3 contains thréee ingress node is aware of the path delay-differential
out-of-order segments [S7,S8,S9], the receiver will sesthce OBS implements source-routing.

three duplicate ACKs [A4,A4,A4]. This results in FFRs

at the TCP sender. Note that if the path delay-differential IV. SIMULATION RESULTS

is significant, TCP sender may experience FTOs.

I[1l. SOURCEORDERING

In order to neutralize the negative impact of the
path delay-differential caused by load-balanced routing
in OBS, we proposesource ordering. In OBS, all the
ingress edge nodes implement source routing to transmit
burst to the corresponding destinations. In source order-
ing, the ingress edge node pre-calculates the path delay-
differential between the primary minimum-hop path and
the alternate link-disjoint second minimum-hop patlfig. 2. Network Topology.

5 =| P, — P, |, where P, is the end-to-end delay on
the primary path and> is the end-to-end delay on the We develop a NS-2 simulation to evaluate the per-
alternate path. formance of TCP Tahoe, TCP Reno, TCP SACK, and

We observe that every time the ingress node perform€P Vegas over load-balanced OBS. The simulation
a path-switch from the longer alternate path to the shorteetwork used is a 6-node OBS network depicted in
primary path, some of the bursts transmitted on thgg. 2. Every fiber link has four data channels op-
primary path may overtake the previously transmitteglating at a transmission rate of 1 Gb/s. Timer-based
bursts on the longer alternate path before reaching terst assembly algorithm [29], [30] is adopted, with a




timer value of 20 ms. The OBS network implementsenefit to implement load-balanced OBS (even with
JET-based signaling with LAUC-VF channel schedulingource ordering) versus implementing OBS without load-
algorithm [31]. The offset time is 5@:s and the per- balanced routing for TCP Tahoe-based flows. We have
node burst header processing time isu& We set up also observed that the TCP throughput further drops with
100 TCP flows from Node 1 to Node 6 using 100 FTihcrease indelta values.

sources generating packets with an average size of 2

KB. Load-balanced routing is implemented in the OBS3 TcpP Reno over Load-Balanced OBS

I;ZZ: Vi'trz).g]t[egi"(/\/e iangsoir;irsgnggf:otﬂéhaicvgﬁébﬁgure 4(a) plots on-line throughput for all the 100

. : CP flows from N1 to N6 over a simulation period of
topology (refer Fig. 2) that the primary shortest-hop pa seconds. We can observe from the araph that on-
is PI(N1 — N2 — N4 — N6) and the secondary link- ' grap

disjoint path is P2(N1 — N3 — N5 — N6). In order line throughput when the propagatlonr_;ll de_lay of both
. . : . the primary and secondary paths are identiéak=(0)
to simulate impact of path delay-differential between ~." .. . .
. IS significantly higher than the online throughput of the
primary and secondary paths on TCP performance, we

: ) network, where the delay difference is equal to 100
vary propagational delay of Links 5 from 10 ms to 110 o . )
. ’ (6 = 100). This difference in performance is due to the
ms to generaté values ranging from 0 ms to 100 ms

In order to compare TCP performance with and withoa?Ct that TCP Reno uses both triple-duplicates and time-

load-balanced OBS routing, we plot for TCP over OBguts as packet loss indicators. TCP performance with a

. ; , = 100 will results in several FTOs and FFRs leading to
without load-balanced routing (referred @sseline). In
addition to TCP traffic from Node N1 to Node N6, all thelpwer throughput. We can also observe TCP throughput
’ ver load-balanced OBS (whe#=0) outperforms the

other nodes have a 2 Mb/s constant-bit-rate UDP trafﬁc . . ) .
aseline scenario (without load-balancing).

Eneémizr:‘c}rhtehrgl d\:gftaerg\é?l#z[g ;[/Z?Srglrlfwmg performance Figure 4(b) plots the cumulative average throughput
_ _ ' for all the 100 TCP flows from N1 to N6 over a
« On-line TCP throughput (in bytes/'second): number  gjmjation period of 50 seconds. We again observe that
of bytes_ received per second at the TCP smlf. 5 = 0 has higher average throughput th&ie= 100 and
« Cumulative average TCP  throughput  (in 4,4c7ime. This is because of the FTOs and FFRs that we
bytes/'second): cumulative average of number,, o explained before.

of bytes received per second at the TCP sink. Figure 4(c) plots the congestion window size versus
« Congestion window size (in bytes): value of conges- gimylation time for a single flow (Flow 1) out of the
tion window in bytes at the end of every second. 10g TCP flows from N1 to N6 over a simulation period
of 50 seconds. We can observe from the graph that the
A. TCP Tahoe over Load-Balanced OBS congestion window size larger and grows fastersfet 0

Figure 3(a) plots on-line TCP Tahoe throughput foc%ompared t@ = 100 and bas?lme' :
. . Fig 4(d) supports our claim by plotting number the
all the 100 TCP flows from N1 to N6 over a simulation N . ) .
cumulative FRs versus time for the different scenarios.

period OT S0 seconds. In the graphj WE.} c'a.n obserwe observe that there are no FRs for the casé ef
that on-line throughput whed = 0 is significantly

higher than on-line throughput when= 100. On-line 0 ms. T_he _number of FRs graph and conggstion window
throughput wheny = 0 is similar to that ofbaseline graph justify the reason for decrease in throughput

(without load-balanced OBS), this is due to the faé/¥hen difference in delay between the primary path and

that TCP Tahoe uses time-outs as the only packet IossesConclary path is greater.

indicator. A slight out-ordering of TCP segments at the
receiver does not trigger fast retransmission. C. TCP SACK over Load-Balanced OBS

Figure 3(b) plots cumulative average TCP throughput Figure 5(a) plots on-line throughput for all the flows
for all the 100 TCP flows from N1 to N6 over a simula{100) from N1 to N6 over a simulation period of
tion period of 50 seconds. In the graph, we can obsers@ seconds for all the TCP traffic. In the graph, we
that average throughput when = 0 is significantly can observe that throughput is higher whén= 0
higher than the average throughput wher= 100. At compared to whed = 100 due to FTOs and FFRs as
certain points on the graph, average throughput wherplained before. We can also observe TCP throughput
0 = 0 is higher than théaseline case. In TCP Tahoe asover load-balanced OBS (whe#=0) outperforms the
retransmission is done only when the time-out occurgyseline scenario (without load-balancing). Fig. 5(b)
there is no issue of FFRs. In summary, there is margirabts the cumulative average throughput for all 100 TCP
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flows from N1 to N6 over a simulation period of 50
seconds. We again observe that 0 has higher average
throughput thard = 100 andbaseline due to FTOs and
FFRs.

Figure 5(c) plots the congestion window size versus
simulation time for a single flow (Flow 1) out of the
100 TCP flows from N1 to N6 over a simulation period
of 50 seconds. We can observe from the graph that the
congestion window size larger and grows fastersfer 0
compared t& = 100 andbaseline. We can also observe
that throughput of TCP SACK is better than both TCP
Tahoe (Fig 3) and TCP Reno (Fig 4).

D. TCP Vegas over Load-Balanced OBS

As mentioned before, when a duplicate ACK is re-
ceived, sender checks to see if the difference between
the current time and théimestamp recorded for the
relevant segment is greater than the timeout value. If so,
TCP Vegas retransmits the segment without having to
walit for three duplicate ACKs. Due to this enhancement
a pair of routes with delay-differential in a load-balanced
OBS can cause more harm to TCP Vegas flows then TCP
Reno/SACK flows due to out-of-order delivery of packet.
Figure 6(a) plots on-line throughput for all the 100 TCP
Vegas flows fromV1 to N6 over a simulation period of
50 seconds. In the graph, we can observe that throughput
is higher whend = 0 compared to whe@ = 100 due
to FTOs and FFRs as explained before. We can also
observe TCP throughput over load-balanced OBS (when
0=0) outperforms théaseline scenario (without load-
balancing).

Figure 6(b) plots the cumulative average throughput
for all 100 TCP flows fromN1 to N6 over a simulation
period of 50 seconds. We again observe that 0 has
higher average throughput than= 100 and baseline
due to FTOs and FFRs.

V. CONCLUSION

In this paper, we have evaluated the performance of
different TCP flavors over a load-balanced OBS. In load-
balanced routing, two routes are first calculated statically
and the least-congested route is selected dynamically for
data transmission. We identify the ill-effects of OBS-
layer load-balanced routing on higher-layer TCP per-

Fig. 5. TCP SACK: (a) On-line TCP throughput vs simulatioformance. Through extensive simulations it is clear that
time. (b) Average TCP throughput vs simulation time. (c) Congestidhie value of the path delay-differential has a significant

window size versus simulation time.

impact on the higher-layer TCP performance. We pro-
pose a simple source-ordering approach that maintains
the order of the bursts using electronic buffers at the
ingress OBS edge node, so as to minimize the number
of false time-outs and false fast-retransmit. We observe
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Fig. 6. TCP Vegas: (a) On-line throughput vs. simulation time. (b) Cutiwvelaverage throughput vs. simulation time.

that source-ordering can improve the TCP throughput bjg]
up to 400%.

An important area of future work is to implement load-
balanced routing with ReorderingRobust (RR-TCP) [32]o;
in order to avoid false fast retransmits and false time-
outs. Another area of future work is to implement TCP
over OBS with burst segmentation [33]. Burst segmentgy,
tion will increase the probability of a burst reaching the
destination, leading to reduction of false time-outs (and
false fast-retransmits). This can also have a significe{ﬁjt]

positive impact on the TCP-over-OBS performance.

[12]
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