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Abstract— With the rapid deployment of wireless sensor net-
works, there are several new sensing applications with specific
requirements. Specifically, target tracking applications are fun-

P o
damentally concerned with the area of coverage across a sensing 7 ¢ - D v Gatj%
site in order to accurately track the target. We consider the covronment —= = . ! AN »
problem of maintaining a minimum threshold-coverage in a Event 4 AN
wireless sensor network, while maximizing network lifetime and 1) g = LS
minimizing additional resources. We assume that the network <7 " '/ 0 \-\ v
has failed when the sensing coverage falls below the minimum 0 —— —
threshold-coverage. We develop three node-replacement policies 0 9

to maintain threshold-coverage_ in wireless sensor networks. Fig. 1. Wireless sensor network.
These policies assess the candidature of each failed sensor node
for replacement. Based on different performance criteria, evey

time a sensor node fails in the network, our replacement policies . . .
either replace with a new sensor or ignore the failure event. The through a multi-hop architecture. The data may be delivered

node-replacement policies replace a failed node according to ato the user at the remote site through the Internet conmectio

node weight. The node weight is assigned based on one of theA gateway usually resides between the sink and the Internet

following parameters: cumulative reduction of sensing coverage g provides the interface between them.
amount of energy increase per nodand local reduction of sensing . ) .
coverage We also implement afirst-fail-first-replace policyand a Sensing coverage is a fundamental concept in sensor net-

no-replacement policto compare the performance results. We works that characterizes the monitoring quality providgdab
evaluate the different node-replacement polices through extein®  gansor network in a designated region. Coverage of a sensor

simulations. Our results show that given a fixed number of . . .
replacement sensor nodes, the node-replacement policies signifi-nEtwork represents the quality of service (QoS) that it can

cantly increase the network lifetime and the quality of coverage, Provide and serves as a basis _for applicgt_ions_ such as |ahys_ic
while keeping the sensing-coverage about a pre-set threshold. phenomenon or target detection, classification and trgckin

Keywords: wireless sensor networks and sensing coveragg]. Some typical applications include: battlefield suhagice,
biological detection, atmosphere and ocean environment mo
I. INTRODUCTION itoring [3], [4], habitat tracking, forest fire detectiomdar and

The next-generation networks are envisioned to be deploy@nar coverage, inventory tracking, and infrastructucesty
as an infrastructure of devices that are available anywhdpd Due to a variety of sensors and the diversity of sensor
and any time, autonomous, survivable against multipletsaun€twork applications, coverage is subject to a wide range
and attacks, and highly secure for communication. Receitinterpretation; for example, spatial vs. temporal. $eps
advances in wireless communications and electronics h&fverage depends on the density and sensing characteristic
enabled the development of low-cost, low-power, smalksizOf the sensors. One of the main objectives of the coverage
and multi-functional sensor nodes. These sensors corfsist @roblem is to prolong network lifetime.
microprocessor capable of handling a few million instroies ~ There are several important tracking and monitoring appli-
per second, limited storage in the order of a few kilobyte @fations that require a minimum threshold-coverage in order
RAM, a short-range radio transmitter, a small power sourge be successful. The minimum coverage-threshold can range
(often a battery), and a couple of sensors and/or actuatéism full-coverage (100%) to fractional-coverage. In this-
to interact with the environment [1]. Such tiny sensor nodgser, we aim to develop efficient node-replacement policies
that are deployed in an ad hoc fashion and that cooperategenthat given a threshold-coverage requirement and a fixed
sensing a physical phenomenon, have led to the emergeagatount of additional resources (replacement sensors),axe m
and deployment of wireless sensor networks. Sensor neswoiiize the network lifetime. Our policies work independeft o
hold the promise of revolutionizing sensing in a wide ranfje ¢he actual-value of threshold-coverage. We have also as$um
application domains because of their accuracy, flexibitiost-  a flat sensor network architecture without data-fusion etpp
effectiveness, and ease of deployment. Sensor networks a

"Phe rest of the paper is organized as follows. Section Il pro-
envisioned to invade the world for data acquisition like weey pap g ' b

the Int ¢ has tak th Id for data di i vides a detailed overview of the problem. Section Il ddsesi
i ,? e.rnel 'asl axen over ? WOIE hor ata F!ssle minatiog, proposed node-replacement policies to maintain tbtésh
ypical WITEIess Sensor network, shown in ig.1, consis verage in wireless sensor networks. Section IV presants o

of one S"?k node and many sensor nodes scattered acroxgaylation results. Section V discusses implementatidailde
sensing site. Each of these scattered sensor nodes ardecapgb

i ; ot th d node-repl t polici d Section VI
of collecting the data and forwarding the data back to thk S”&onclid[()arso?r?sepapneor e-replacement policies and section



Il. PROBLEM DESCRIPTION « Energy increase per node, i.e., increase in total energy-
expended to transmit packets to the base station due to
the failed node.

« Local reduction in area of sensing coverage due to the
failed node.

Network life and sensing coverage are two fundamental is-
sues in wireless sensor networks. There are several lionitat
that have to be considered while working with wireless senso
networks. If the network is initially deployed in an ad hoc ) ) )
manner, the nodal density (connectivity) of each sensor mAy Cumulative Reduction of Sensing Coverage
vary significantly, and the overlap area of sensing coverageln this policy, we calculate theumulative reduction (CR)
with each neighboring node may also vary significantly.  of sensing coverage due to a failed node. Every time a node

Every node in a wireless sensor network forward data tails, we compute the weigh®'R for the failed node. IfCR
the base station based oniaformation-dissemination routing is above a pre-determined threshold, then the failed node is
tree. Based on the position of each sensor on the routimgplaced with another backup node. Otherwise, the network
tree, each sensor may be responsible for forwarding a higligyores the node failure and recomputes alternate routes to
variable number of packets through it. Sensors that are ¢tos the base station for the other sensors connected through the
the base station on the routing tree will be forwarding adardailed sensor node.
number of packets per unit time compared to the sensors atf a failed node happens to be an articulation point, then the
the leaf of the routing tree. CR is given by the sum of the sensing-coverage area of the

Applications that cover a large sensing site with a vergiled node plus the cumulative sensing-coverage areal of al
large-scale sensor network, may develop network parstiofhe nodes in the disconnected sub-network. Let us condider t
due to the loss of an entire (possibly-large) sub-tree. Nekw example in Fig. 2 to better understand this policy. Assuraé th
partitions result in a dramatic reduction of network cogera We have randomly deployed twelve sensor nodes with a single
and may seriously hamper the functioning of the sensifgse station (solid black circle). In Fig. 2, we assume thet t
application. There may be several nodes in the network tigansmission range is equal to the sensing range of a node, as
could bearticulation points, i.e., failure of this node results depicted by the circle around each node. Fig. 2(a) depiets th
in disconnecting one or more (other) nodes from the bakwutial coverage of the network. The actual sensing coverag
station. If Nodewv is an articulation point, then there existiS the cumulative sensing coverage of all the nodes (Node
distinct vertices Nodes and Nodez such that Nodes is in 1 through Node 12) after removing the overlapping area.
every path from Nodev to Nodez. Sensor nodes that haveAssuming that Node 10 fails, Fig. 2(b) depicts the updated
high-connectivity and are possible articulation pointsyrba  sensing coverage of the network i.e., cumulative coveregg a
critical in maintaining the sensing coverage about a aert®f all the nodes, Node 1 through Node 9. The failure of Node
threshold. Certain nodes at the lower-levels of the routingO will not only result in the reduction of coverage area due
tree do not forward much of the traffic. The failure of sucko Node 10, but also disconnects Node 11 and Node 12 from
nodes does not significantly affect the sensing coverageeof the base station. Hence, the cumulative reduction of sgnsin
network. On the other hand, if nodes toward the root of t9verage is given by,
routing tree fail, they significantly affect the sensingemge CR = Ao+ A1 + A1z — Ao N A1p — Ain N Az — Ajg N
of the network. We propose several node-replacement golicki2 + Ao N A1 N Aa — (Ao N Ag + Ao N Ay), Where
that determine if a failed node in the network is importand: is the sensing coverage area of Nodén order to find
enough to be replaced. Node replacement is done in suckh@ cumulative reduction of sensing coverage in general, we
way that we increase the network life and maintain the sensifave: CR = 3% A; — 37, A N Aj + 30, i Ai 0
coverage above a pre-defined threshold. Aj N AR T - £y Ai — Aovertap [6], Where Agyeriap

The actual process for physically replacing a failed node igpresents the overlapping coverage area of the failed node
an interesting problem and is outside the scope of this papaid its neighboring nodes in the updated network.

One simple approach is to use mobile backup sensor nodesEnergy Increase per Node

location as the failed sensor node. base station due to the failed node. If the node is on the
I1l. NODE-REPLACEMENTPOLICIES shortest-path of another node, its failure will affect tiotat

] ) energy-expended by other nodes along the path for sending
In this section, we proposed several node-replacement pofickets to the base station. When a sensor node fails, if it is

cies that help determine the importance of each failed node g, the shortest-path of another node, the recalculatethatee

the sensing coverage and the lifetime of the entire netwogG i il expend more energy than the original shortest.path
Each policy calculates the weight of the failed node based ofpaty recalculation has to be implemented for all nodes to the

specific parameter. If the weight of a failed node is gredtant pase-station routes that used the failed node on their pyima
the policy threshold, we replace the node. If not, we ignotgy Hence, all the recalculated paths will expend moreggne
and continue. The following parameters are used to comp§mpared to using the primary paths through the failed node.

the weight of each failed node. We compute node weighE I, the average energy increase per
« Cumulative reduction in area of sensing coverage duertode due to a node failure. 1 is above a pre-determined
the failed node. threshold, then the failed node is replaced with anothekigac



b
Fig. 2. Network coverage map (a) before and (b) after failure of f\lgde 10.

node. Otherwise, the network ignores the node failure asdnsing coverage policy, except that the parameter is & loca
recomputes alternate routes to the base station for the otteethe failed node.
sensor connected through the failed sensor. D. Hybrid

Let us consider the 12-node wireless sensor network inwe also propose Biybrid policy wherein, the replacement
Fig. 3 to better understand this policy. Fig. 3(a) depicts thjecision is based on the all the above policies. The weight
shortest-path from Node 8 to base-station beiNg— > of a failed node is calculated by assigning different wesght
Ng— > Ns— > BS. Let EY} be the total energy-expended ong the policies.W = aCR + BEI + vLR, wherea is the
this shortest-path, where energy is calculated as themtistaweight of the cumulative reduction of sensing coverages
square between the source node and the destination node. liMe weight of the energy increase per node of the network,
consider all the routes in the network, [Bty s be the total ang~ =1 — (o + ), is the weight of the local reduction of
energy-expended by the network. In Fig. 3(b), after theufeil sensing coverage a node. Note thak, E1, and LR are first
of Node 5 the path from Node 8 to the base station changg@$rmalized to the same range (0 kb ax). If W > H,, we
to Ns— > Ny— > Ng— > BS. Thus the new path expendsreplace the failed node, whefé,; 4 x and H; are the hybrid-
an energy ofE3, where E3 > EF. Total energy-expended policy’s maximum and threshold values, respectively.
by the network (on all routes) after Node 5’s failure is given IV. SIMULATION RESULTS
by, Eyypr = Ener+ .0, (B~ EY). The average energy- | order to evaluate the effectiveness of the proposed node-
expended per node before Node 5's failurethg, . = 5, replacement policies we develop a discrete-event simulato

and the average energy-expended per node after Node Qsihe performance resuits are obtained using a Matlalethas

failure be EY ;. = I”;{,fo, where N is the number of nodes. gimulator.
We clearly observe that the average energy-expended per ngd gmulation Model
increases after a node failurgy; ;. > Enoqe. EI the total

energy increase per node is given B = E7,_,. — Enode-

The following are the important parameters of our simula-

tion model:
C. Local Reduction of Sensing Coverage « Sensing site = 300 m x 300 m.
) . ) o N:number of sensor nodes randomly deploy®d:anges
In local reduction of sensing coverage policy, the replace- from 100 to 180.

ment decision is based on the amount of non-overlapping sens, . number of replacement nodel, = 10.

ing coverage area of the failed node. In a randomly deployed, pase station is placed at the center of the sensing site.
network, there are nodes that overlap with neighboring sode Sensing range = 20 m.

When a node fails, the non-overlapping sensing coverage areg Transmission range = 50 m.

is effectively lost. « Energy consumed for transmissiaf, is in the order of
Let us consider the example in Fig. 4 to better understand ;2 j, whered is the distance between the end points.

this pOllcy In Flg 4, we assume that the transmission range, Energy consumed for reception is assumed to be neg”_
is equal to the sensing range of a node, as depicted by the gible.

circle around each node. We calculate the node weififit)( , Sensor node energy = 30 KJ.

as follows: In Fig. 4(a) there are four nodes considered with, periodic packet traffic generation at each sensor node.
fixed SenSing range. The shaded area is the SenSing area anCILN initial Sensing coverage of a network wiffi nodes

the white area is the overlap of the sensing area. In Fig, 4(b)  ysing random deployment.

we depict the residual coverage area after the failure otleno CN: sensing coverage-threshold of a network with
The black shaded area is the loss of non-overlapping sensing nodes.

coverage. This pOIle is similar to the cumulative reductad . CN: current Sensing coverage of a network wifmodes.
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Fig. 3. Routing path (a) beforeA = Ns— > N¢— > N5— > BS) and (b) after £5 = Ns— > N;— > Ny— > BS) failure of Node 5.

a b
Fig(. 42 Coverage overlapping and non-overlapping regions (a) be(fo)re(tamfter node failure.

The network is considered to be dead (due to application under the lifetime plot when the sensing coverage of the
failure), when sensing coverage is bel6{Y . We also assume network, CV > C}. Larger the total area during the
that a distress signal (SOS) is transmitted by every node lifetime of the network, better the QoC.
before (planned) failure such that, there is sufficient time B No-Replacement Policy Results
execute the replacement algorithm and if needed replace the
failing node by a backup node with minimal communicatio~
disruptions. Based on several simulations, we have obdenr
that using a random-distributed 100-node deployment, t
initial sensing-coverage;}°° = 79%. In order to evaluate the
proposed policies, we set our minimum coverage-thresha —
C}90 = 69%, that is 10% less than the initial sensing coverag L‘L— . 1

Basic Scenarios
T

Also, we set the hybrid-policy parametei,y; 4x = 10 and
H; = 5. In our simulation, we use the same threshold-covera

Coverage

. . T e, o,
for all network configurations. 1 =]
Figure 5(a) depicts a randomly deployed network with 1& LL‘ 1
nodes in a sensing site of 300 m X 300 m, with the base stati kL, |
positioned at the center of the sensing area. In Fig. 5(b) 1 ﬂi
have plotted the number of flows through each node (flc “ ]

degree) versus the distance of the node from the base stat
We observe that as the distance between a node and the |
station increases, the flow degree of that node decreases. . . .
. ig. 6. Sensing coverage versus network lifetime using no-
In order to compare the performance of the different nodgsplacement policy.

repl men lici we eval hem with r h .
eplace .e t palicies, .e evajuate the th respect to t eIn order to better understand the network behavior, we
network lifetime and quality of coverage.

first simulate wireless sensor network with the baseline
« Network lifetime is defined as the duration of time fronreplacement policy. In Fig. 6 we plot the network lifetime
the initial deployment until when the sensing coverage okrsus sensing coverage with different number of initially
the network falls below the threshold-coveragg'. deployed nodes. We consider three network topologies (150,
« Quality of coverage (QoC) is defined as the total arek65, and 180 nodes) and observe how the sensing coverage

4



DISTANCE FROM BASE STATION

a b
F(Ig.)5. a) sample 150-node randomly deployed network topol(og?y. (b) Nurobdlows through each node (flow degree) versus node’s
distance from base station.

reduces with time while keeping it above the threshold sensinode-replacement policies. In order to compare the effec-
coverage (¥ = 69%). In each of the plots we indicate thetiveness of our proposed policies, we compare them with
actual time instant when a node in a network falssgmbol). a simple first-fail-first-replace (FFFR) policy. We conside

Let us first consider the performance of the 165-node netwod00-node sensor network with 10 replacement nodes. The
From the plot (blue line) we can see that on deployment tisame underlying assumptions mentioned in the beginning of
sensing coverage of the netwofk'®> = 98.5%. We observe the section apply to this case as well. In FFFR, the 10
that at network life of 380 seconds with a sensing coverageplacement nodes replace the first 10 sensor nodes that fail

of C'1% = 88.5%, the base station is on the verge of being Figyre 7 plots the network lifetime and the QoC for all
disconnected from the outer (boundary) sensor nodes. Tfig six policies while keeping the network sensing coverage
failure of the next node drops the sensing coverage of gqye the threshold-coveragel® = 69%. Note that for the
network below the threshold{® = 69%). At this point, we Hybrid policy, we assign equal weights far, 3, and~. We
consider our network to have failed. In the 165-node networpsarve that the FFFR policy performs better than the no-
29 nodes fail during the S|mulat|qn. If we .cc.).nS|der both thF‘epIacement policy. We also observe that the proposedigslic
150-node and 1§8-node t°p°|°?£S’ the initial coverage @jinerform the simple FFFR policy. Specifically, we observe
deployment ar@’j>" = 92% andC;™ = 99.5%, respectively. hat the Hybrid policy improves the network lifetime by up to

Both the topologies experience similar performance as tggo,, compared to the no-replacement policy and up to 23%
165-node topology. The 150-node topology fails at ”et""o%mpared to the FFFR policy.

life of 282 seconds, when the sensing coverage drops below . . _ .
the threshold fromC'%0 — 82.5% due to the failure of 25 N Fig. 7, at PointP1 the first node in the network fails and

nodes. While, the 180-node topology fails at network lif@ decision has to be made either to replace a failing node or

of 330 seconds, when the sensing coverage drops below i@ dgnore and continue. The FFFR policy replaces the first 10
threshold fromC180 — 92% due to the failure of 44 nodes. 'ailed nodes in the network and hence replaces the firstffaile

C. Node-Replacement Policy Results node at PointP1. All the proposed policies compute their
respective weights and determine that the sensing covirsige
due to the first node is not above their respective threshold.

— Hence, none of the policies replace the failed node. At Point

P2, we observe that the loss of sensing coverage is significant.

No Replacement Policy

i All the policies that consider coverage reduction, namely,

| — Hybrid, CR, and LR, replace the failed node with one of
‘ H : ] the replacement nodes. We find that the total energy increase
\ [ per node is not significantly higher than before the failure
L 1 1 of the second node and hence the EIl policy chooses not
| to replace the failed node. At Poirf®3, the Hybrid, CR,
‘ | and LR policies have to decide whether to replace or not.
w2 s | oas The reduction in sensing coverage is high enough to push
L, s \ the weight of the CR and LR policies above their respective
threshold values, leading to replacement of the failed node
‘ ‘ ‘ ‘ ‘ ‘ The Hybrid policy on the other hand is also dependent on the
’ ’ T energy increase per node in addition to CR and LR policies.
Also the energy increase per node is lower than the threshold
Fig. 7. Sensing coverage and quality of coverage versus network ”i%ading to no-replacement of the failed node. In this rarigom
We now discuss the performance results of the differedeployed 100-node network, we observe that the performance

Coverage




of both the CR policy and the LR policy is identical. This mayeplacement nodes to each sector based on the actual sensing
not necessarily be true for network instances based on napverage of that sector, i.e., givéh sensors (in the network),
random distributions, such as a power-law distributedescalk’ sectors,C™V current sensing coverage of a network with
free network [7]. We have also indicated the QoC value af nodes,C* current sensing-coverage of thé&" sector, and
the end of each plot. The QoC of the sensing coverage-bagdd replacement nodes, each Secforis assignedck/%
policies seem to be the highest as expected. We can cleadplacement nodes.
conclude that the Hybrid policy not only provides the best In this paper, we have consider a random distribution of
network lifetime but also provides the best quality of cager sensor nodes across the sensing site. Several real-network
during the operation of the network. studies reveal that the actual vertex-connectivity maydades
free power-law distributed [7], where a few nodes are heavy-
—v— connected (hubs) and most nodes are sparsely-connected. We
o 60 et believe that the benefits of our proposed node-replacement
memac | poOlicies that are based on the replacement value of each node
——7"""are greater in such scale-free networks. Also, all the ego
- node-replacement policies for wireless sensor networks ca

Y Uit Blae———> A be easily extended to work with any wireless network with
] T resource-constrains (battery).
8" 1 VI. CONCLUSION
g Red | . . . .
3 \ | There are several important wireless sensor applications
EN 1 such as target tracking, that require a minimum threshold-

coverage in order to operate effectively. In this paper, we
propose several node-replacement policies to improve the
network lifetime and the quality of coverage while main-
taining a threshold-coverage. By utilizing a minimal numbe

| | | | | of additional replacement nodes< (10%), we shown that

° = evon eime =  the proposed node-replacement policies improve the nktwor
lifetime and the quality of coverage by approximately 90%

In order to emphasize the importance of implementing nod%@Ch' compared to the .no-replla'cgment policy. We have also
replacement policies, we compare the performance of tﬂgserved that by effectively utilizing 10 _replacement _rB)de
Hybrid policy (best policy) with different randomly genéed with a 100-node network, we can achieve the equivalent

static network topologies. If a network does not suppo rformance of a 180-node static network. We have not

node-replacement policies, a simple approach to improge L;f)]ddressed the problem of physically replacing the failedeso

network lifetime while keeping the sensing coverage above'h @ 'deployed netyvgrk. 'We conclude that npde-replacemgnt
§)|ICIeS are beneficial, if the cost of replacing 10-nodes is

minimum threshold is to have higher number of static nod . :
pwer than the cost approximately 80 static nodes.

at network deployment. Therefore, we generate four rango : .
generated networks with 100, 150, 165, and 180 static nod s\.Ne are currently developing analytical models to e"a“_‘?te
Fig. 8 plots the sensing coverage versus the network Ii&etirﬁ'e performance of the proposed node-replacement palicies

for all these scenarios (including FFFR policy). As befave, S me_ntlongd before, the problem of physically replacing
assume that’¥ — 69% and M — 10. We observe that the nodes is an interesting area of future work.
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