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The current fast-growing Internet traffic is demanding more and more network capacity

each day. The concept of wavelength-division multiplexing has provided us an opportu-

nity to multiply network capacity. Currently optical switching technologies allow us to

rapidly deliver the enormous bandwidth of WDM networks. Optical burst switching offers

all-optical, high-speed data rate, format transparent switching, which are essential charac-

teristics needed to support future networks supporting different classes of data.

In this report, we analyses a critical issue involved in the optical burst switched net-

works, namely contention resolution. In existing contention resolution schemes for optical

burst switched networks, when contention between two bursts cannot be resolved through

other means, one of the bursts will be dropped in its entirety, even though the overlap be-

tween the two bursts may be minimal. For certain applications, which have stringent delay
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requirements but relaxed packet loss requirements, it may be desirable to lose a few packets

from a given burst rather than losing the entire burst.

We introduce a new approach called Burst Segmentation, to reduce packet loss dur-

ing contention resolution. Burst segmentation is also analysed in conjunction with de-

flection routing to reduce packet loss during contention. We also introduce two ways of

resolving contention namely, Deflect-First policy and Segment-First policy. In burst seg-

mentation, rather than dropping the entire burst during contention, the burst may be broken

into multiple segments, and only the overlapping segments during contention are dropped.

Through simulation, it is shown that segmentation policy reduces packet loss substantially

when compared to the standard policy of dropping the contenting burst in the event of a

contention.

With deflection, burst segmentation can achieve a significantly reduced packet loss

rate as compared to the deflect and drop policy, where in we deflect the contending burst to

an alternate free port. In case all the alternate ports are busy, the burst is dropped.

We have also looked at handling prioritized data traffic. Prioritized routing and burst

segmentation techniques for resolving contention show significant reduction in packet loss

over the corresponding standard resolution policies. By selectively applying these tech-

niques to bursts with different QoS requirements, we can offer a range of differentiated

services at the optical layer. The simulation results for the new policies have been signifi-

cantly better than their standard counterparts.
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CHAPTER 1

INTRODUCTION TO OPTICAL BURST SWITCHING

The amount of raw bandwidth available on fiber optic links has increased dramatically

with advances in dense wavelength division multiplexing (DWDM). The increase of bursty

Internet traffic as opposed to non-bursty voice traffic, makes it important to handle this in-

creasing class of traffic. In order to efficiently utilize this bandwidth, an all-optical transport

method, which avoids optical buffering while handling bursty traffic, and which supports

fast resource provisioning and asynchronous transmission of variable sized packets, must

be developed. Optical Burst Switching (OBS) is one such method for transporting traffic

directly over a bufferless optical WDM network [1].

Circuit and packet switching have been used for many years for voice and data

communications respectively. Burst switching [2, 3], on the other hand, is less common.

Switching techniques primarily differ based on whether data will use switch cut-through or

store and forward. In circuit switching, a dedicated path between two stations is necessary.

A call has to be established, the data is transferred and the call is disconnected. Resource

reservation is done for the duration of the call. In packet switching, the data is broken

into small packets and transmitted. The resources can be shared by different sources. End

stations can send/receive data at their own speed. The individual packet can be individually

switched or a virtual circuit can be set up. In the first case, the routing decision is done at a
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packet level while in the later, it is on a virtual channel level. Individual routing may lead

to out-of-order message delivery.

Circuit switching is advantageous when we have a constant data rate (fixed delays)

on the network like voice traffic; however, it is not suitable under bursty traffic conditions,

or when circuits are idle [4]. Packet switching works well with variable rate traffic like data

traffic, and can achieve higher utilization. Prioritization of data can also be incorporated in

packet switching; however, it is difficult to give QoS assurances (best effort service), and

packets can have variable delays [5].

Optical burst switching was introduced only recently for optical (WDM) networks,

and is thus not as well understood as optical circuit and packet switching. Circuit switching

uses two-way reservation schemes that have a large round trip. While packet switching has

a large buffer requirement and complicated control and strict synchronization issues. OBS

is designed to achieve a balance between the coarse-grained circuit switching and the fine-

grained packet switching. As such, a burst may be considered as having an intermediate

“granularity” as compared to circuit and packet switching. OBS uses one-way reservation

schemes with immediate transmission, in which the data burst follows a corresponding

packet without waiting for an acknowledgement [6, 7, 8, 9, 10, 11].

1.1 OBS Network Architecture

In optical burst switched networks, bursts of data consisting of multiple packets are switched

through the network all-optically. A control message (or header) is transmitted ahead of

the burst in order to configure the switches along the burst’s route. The data burst follows

the header without waiting for an acknowledgement for the connection establishment.

Fig. 1.1 shows a OBS network. It consists of edge nodes (or routers) and core nodes
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Edge Node

OBS Link OBS Network

Core Node
Control Channel

Data Channel

Offset

Figure 1.1: OBS Network Architecture

(or routers). An OBS network consists of optical burst switches interconnected with WDM

links. An optical burst switch transfers a burst coming in from an input port to its destina-

tion output port. Depending on the switch architecture, it may or may not be equipped with

optical buffering. The fiber links carry multiple wavelengths, and each wavelength can be

seen as a channel. The control packet associated with a burst may also be transmitted in-

band over the same channel as data, or on a separate control channel. The burst may be

fixed to carry one or more IP packets.

An generic switching node comprises of the following:

� Input interface: header and data burst reception and header conversion to electrical

signals [12].

� Switching control unit: header interpretation, scheduling, collision detection and res-

olution, forwarding table lookup, switching matrix control, header rewrite and wave-

length conversion control.

� Wavelength converters and optical delay lines (ODLs): the delay lines are used as a

buffer to store the burst for a delay period.
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� Optical switching unit: space switches for switching the data burst.

The edge nodes (either ingress or egress router), will have additional functionality

of burst creation by aggregation and de-aggregation. Different policies, such as having a

threshold or a timeout can be used to aggregate bursty data packets to create an optical burst

and to send the burst into the network [13] . The core nodes will have WDM receivers,

WDM transmitters, WDM multiplexers, WDM de-multiplexers, node amplifiers, switch

control units, wavelength converters, delay lines and space division switches.

1.2 Offset Time and Reservation Schemes

Optical Burst switching techniques differ based on how and when the network resources

like bandwidth, is reserved and released.

Optical burst switching is an adaptation of an International Telecommunication

Union-Telecommunication Standardization Sector (ITU-T) standard for burst switching in

asynchronous transfer mode (ATM) networks, known as ATM block transfer (ABT). There

are two versions of ABT: ABT with delayed transmission and ABT with immediate trans-

mission. In the first case, when a source wants to transmit a burst, it sends a packet to the

ATM switches on the path of the connection to inform them that it wants to transmit a burst.

If all the switches on the path can accommodate the burst, the request is accepted and the

source is allowed to go ahead with its transmission. Otherwise, the request is refused, and

the source has to send another request later. In ABT with immediate transfer, the source

sends the request packet, and then immediately following the request, without receiving a

confirmation, the source transmits its burst. If a switch along the path cannot carry the burst

due to congestion, the burst is dropped. These two techniques have been adopted to optical

networks.
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In optical burst switched networks, the control header and the data burst are sepa-

rated at the source, as well as subsequent intermediate nodes, by an offset time, as shown

in Fig. 1.2. The offset time allows for the header to be processed at each node while the

burst is buffered electronically at the source; thus, no fiber delay lines are necessary at

the intermediate nodes to delay the burst while the header is being processed. The control

message may also specify the duration of the burst in order to let a node know when it may

reconfigure its switch for the next burst, a technique known as Delayed Reservation (DR)

[1].

δ

δ

δ

T

DstSrc

T
im

e
 Header

Burst

Figure 1.2: The use of offset time in OBS.

The tell-and-go (TAG) scheme [14, 15] is similar to the ABT with immediate trans-

mission, and the tell-and-wait (TAW) scheme [15] is similar to ABT with delayed trans-

mission. An intermediate scheme known as Just Enough Time (JET) was proposed in [1].

In the TAG scheme, the source transmits the control packet and then immediately

transmits the optical burst. In this scheme, it may be necessary to buffer the burst in the

optical burst switch until its control packet has been processed. In the JET scheme there

is a delay between transmission of the control packet and transmission of the optical burst.

This delay can be set to be larger than the total processing time of the control packet along
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the path. This way, when the burst arrives at each intermediate node, the control packet has

been processed and a channel on the output port has been allocated. Therefore, there is no

need to buffer the burst at the node. This is a very important feature of the JET scheme,

since optical buffers are difficult to implement. A further improvement of the JET scheme

can be obtained by reserving resources at the optical burst switch from the time the burst

arrives at the switch, rather than from the time its control packet is processed at the switch.

In [1] a variation of JET was proposed which supports quality of service. Specifically, two

traffic classes were defined: real-time and non-real-time. A burst belonging to the real-time

class is allocated higher priority than a burst belonging to the non-real-time class by simply

using an additional delay between transmission of the control packet and transmission of

the burst.

1.3 Research Objectives

In this work, we investigate the OBS network architecture, its advantages, issues, reserva-

tion policies and related concepts. Our research is concentrated on Contention Resolution

in OBS networks.

We introduce a new concept for reducing packet loss during contention called Burst

Segmentation. In burst segmentation, when there is a contention only the overlapping pack-

ets of the burst is dropped instead of the entire contending burst. If we consider deflection

as an option, then the remaining part of the segmented burst can be deflected to an al-

ternate port. This significantly improves the packet loss compared to the standard policy

of just dropping the contending burst or deflecting the contending burst. There are two

ways of implementing burst segmentation with deflection namely, Segment-First policy

and Deflect-First policy. In the Segment-First policy, the original burst is segmented and

it’s tail is deflected. While in the case of Deflect-First policy the contending burst is de-
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flected if an alternate port is free, otherwise the original burst is segmented and its tail is

dropped. We study the performance of both the policies with and without deflection and

observe that policies with deflection outperform the standard dropping policy (with and

without deflection).

We also investigate prioritized data traffic and address QoS issues. We develop new

schemes to handle contention in the case of prioritized data. Simulations are done to test the

performance of the policies under various data ratios, loads, etc. The results indicate that

the new burst segmentation policy works well even in the case of providing differentiated

services.

1.4 Overview
This report consists of five chapters. This chapter has outlined a brief introduction to optical

burst switching as well as the research objectives. Chapter 2 covers prior art on contention

resolution in optical networks. Chapter 3 proposes the concept of burst segmentation for

contention resolution. Chapter 4 addresses the QoS issues while implementing burst seg-

mentation with deflection. Both chapters 3 and 4 introduce many new contention res-

olution policies in combination with deflection and prioritized routing, and also give the

simulation results for each of the policies. Chapter 5 concludes the thesis and identifies

areas of future work.



CHAPTER 2

CONTENTION RESOLUTION IN OPTICAL NETWORKS

2.1 Contention Resolution

Contention resolution is necessary in order to handle the case where more than one packet

(or burst) are destined to go out of the same output port at the same time. This is a prob-

lem that commonly arises in packet switches, and is known as external blocking. External

blocking is typically resolved by buffering all the contending packets, except one that is

permitted to go out. In an optical packet switch, techniques designed to address the ex-

ternal blocking problem include optical buffering, wavelength conversion, and deflection

routing. Whether these will prove adequate to address the external blocking problem is still

questionable. Below we look at each of these solutions.

2.2 Optical Buffering

Typically, contention in traditional electronic packet-switching networks is handled through

buffering; however, in the optical domain, it is more difficult to implement buffers, since

there is no optical equivalent of random-access memory. Instead, optical buffering is

achieved through the use of fiber delay lines [16, 17]. By implementing multiple delay

lines in stages [16] or in parallel [17], a buffer may be created that can hold a packet for

a variable amount of time. Some papers have investigated approaches for designing larger

8
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buffers without a large number of delay lines [18, 19]. In [18], the buffer size is increased

by cascading multiple stages of delay lines. In [19], the buffer size is increased by utilizing

so called non-degenerate buffers in which the length of the delay lines may be greater than

the number of delay lines in the buffer. This approach yields lower packet loss probabil-

ities, but does not guarantee the correct ordering of the packets. Note that, in any optical

buffer architecture, the size of the buffers is severely limited, not only by signal quality

concerns, but also by physical space limitations. To delay a single packet for 5 �s requires

over a kilometer of fiber. Because of this size limitation of optical buffers, a node may be

unable to effectively handle high load or bursty traffic conditions. Wavelength controlled

fiber loop buffer and wavelength routing based photonic packet buffers are described in

[20, 21].

In addition to buffering packets optically, it is also possible to buffer packets elec-

tronically. Electronic buffering can be accomplished by sending the packets up to the elec-

tronic switching or routing layer. The disadvantage of such an approach is that the network

loses transparency, and each node must have electronic switching or routing capabilities,

resulting in higher network costs and also electronic memories which must keep up with

the speeds of optical networks. Furthermore, a greater load will be placed on the process-

ing capabilities of the electronic switch or router. An alternative would be to implement

electronic buffers directly as a part of the optical switch itself. In this case each node

would still require additional transmitters and receivers, and would need to be aware of the

transmission format of the packets; however no additional electronic routing or switching

capability would be required. Delay lines may be acceptable in prototype switches, but are

not commercially viable.
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2.3 Wavelength Conversion

In WDM, several wavelengths run on a fiber link that connects two optical switches. This

can be exploited to minimize external blocking as follows. Let us assume that two packets

are destined to go out of the same output port at the same time. Both packets can be still

transmitted, but on two different wavelengths. This method may have some potential in

minimizing external blocking, particularly since the number of wavelengths that can be

coupled together onto a single fiber continues to increase. For instance, it is expected that

in a year there will be as many as 200 wavelengths/fiber.

Wavelength conversion is the process of converting the wavelength of an incoming

channel to another wavelength at the outgoing channel. Wavelength convertors are devices

that convert an incoming signal’s wavelength to a different outgoing wavelength thereby in-

creasing the reuse factor. Wavelength convertors offer a 10%-40% increase in reuse values

when wavelengths availability is small [22].

Despite such expectations and some promising experimental reports, the wave-

length conversion technologies are as yet immature. The following are the different cate-

gories of wavelength conversion:

� No conversion: No wavelength shifting.

� Full conversion: Any wavelength shifting is possible and so channels can be con-

nected regardless of their wavelengths.

� Limited conversion: Wavelength shifting is restricted so that not all combination of

channels may be connected.
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� Fixed conversion: Restricted form of limited conversion that has for each node , each

channel maybe connected to exactly one pre-determined channel on all other links.

� Sparse wavelength conversion: Networks are comprised of a mix of nodes having

full and no wavelength conversion.

There are many wavelength conversion algorithms and algorithms to minimizing

the number wavelength converters [23, 24, 25]. The wavelength conversion techniques

suffers from the high cost involved in building wavelength convertors.

2.4 Deflection Routing

Deflection routing or hot-potato routing is ideally suited to switches that have little buffer

space. This approach of resolving contention is to route the contending packets to an out-

put port other than the intended output port [26, 27, 28]. However, the deflected packet

may end up following a longer path to its destination. As a result, the end-to-end delay

for a packet may be unacceptably high. Also, packets will have to be re-ordered at the

destination since they are likely to arrive out of sequence. Below, we examine various op-

tical packet switch architectures that have been proposed in the literature. While deflection

routing is generally not favored in electronic packet-switched networks due to potential

looping and out-of-sequence delivery of packets, it may be necessary to implement deflec-

tion in photonic packet-switched networks, where buffer capacity is very limited, in order

to maintain a reasonable level of packet losses. However, before attempting to deploy de-

flection in photonic packet-switched networks, a comprehensive study is required in order

to identify potential methods for overcoming some of the limitations of deflection, and to

determine whether or not these methods, along with the potential benefits of deflection, are

sufficient to justify implementation.
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In [26], hot-potato routing is compared to store-and-forward routing in a ShuffleNet.

[27] and [28] compare hot-potato and deflection routing in ShuffleNet and Manhattan Street

Network topologies. Since both the ShuffleNet and Manhattan Street Network are two-

connected (each node has an outgoing degree of two), the choice of the deflection output

port is obvious. When the nodal degree is greater than two, a method must be developed

to select the alternate outgoing link when a deflection occurs. In [29], deflection routing is

studied in irregular mesh networks. Rather than choosing the deflection output port arbi-

trarily, priorities are assigned to each output port, and the ports are chosen in the prioritized

order. In [30], deflection is studied together with optical buffering in irregular mesh net-

works with variable-length packets. The nodes at which deflection can occur, as well as

the options for the deflection port, are limited in such a way as to prevent looping for the

given network; however, a general methodology for selecting deflection options to avoiding

looping in any arbitrary network is not given.



CHAPTER 3

BURST SEGMENTATION: AN APPROACH FOR REDUCING PACKET LOSS

DURING CONTENTION

3.1 Introduction

A major concern in optical burst switched networks is contention, which occurs when mul-

tiple bursts contend for the same link. Contention in an optical burst switched network is

particularly aggravated by the highly variable burst sizes and the long burst durations. Fur-

thermore, since bursts are switched in a cut-through mode rather than a store-and-forward

mode, optical burst-switched networks generally have very limited buffering capabilities.

While existing contention resolution schemes for photonic packet networks, such as deflec-

tion and buffering, may be utilized in optical burst switched networks, additional schemes

may also be necessary in order to combat high contention rates and to achieve high network

utilization.

In [31], an offset scheme was proposed for isolating classes of bursts, such that low-

priority bursts do not cause contention losses for high-priority bursts; fixed and variable

fiber delay line buffers were also utilized to further reduce blocking. In [31] and [8] con-

tention is reduced by utilizing additional capacity in the form of multiple wavelengths. In

both cases, optical wavelength conversion was assumed. While optical wavelength conver-

sion has been demonstrated in laboratory environments, the technology is not yet mature,

13
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and the range of possible conversions is somewhat limited.

While optical wavelength conversion has been demonstrated in laboratory environ-

ments, the technology is not yet mature, and the range of possible conversions is somewhat

limited. Most of the current literature deals with approaches to minimize burst losses rather

than packet losses. In existing contention resolution schemes for optical burst switched net-

works, when contention between two bursts cannot be resolved through other means, one

of the bursts will be dropped in its entirety, even though the overlap between the two bursts

may be minimal. For certain applications, which have stringent delay requirements but

relaxed packet loss requirements, it may be desirable to lose a few packets from a given

burst rather than losing the entire burst. In this chapter, we will introduce a new contention

resolution technique called burst segmentation, in which only those packets that overlap

with a contending burst will be dropped [33].

The chapter is organized as follows: Section 3.2 introduces the concept of burst

segmentation and describes the segment dropping policies. Section 3.3 discusses segmen-

tation with deflection. Section 3.4 compares the simulation results for different contention

resolution policies in a specific network topology, and Section 3.5 concludes the chapter.

3.2 Burst Segmentation

In burst segmentation, the burst is divided into basic transport units called segments. Each

of these segments may consist of a single packet or multiple packets, and the segments

define the possible partitioning points of a burst when the burst is in the optical network.

Each segment/packet will have additional header information like, its length, checksum,

etc. All segments in a burst are initially transmitted as a single burst unit. The out-of-band

header will have information like, the length of the burst, the offset time, etc.
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Figure 3.1: Selective segment dropping for two contending bursts.

When contention occurs, only those segments of a given burst which overlap with

segments of another burst will be dropped, as shown in Fig. 3.1. If switching time is non-

negligible, then additional segments may be lost when the output port is switched from one

burst to another.

There are two approaches for dropping burst segments when contention occurs be-

tween bursts. The first approach is to drop the tail of the first burst (Fig. 3.1), and the second

approach is to drop the head of the contending burst. A significant advantage of dropping

the tail segments of bursts rather than the head segments is that there is a better chance

of in-sequence delivery of packets at the destination, assuming that dropped packets are

retransmitted at a later time.

One issue that arises when the tail of a burst is dropped is that the header for the

burst, which may be forwarded before the segmentation occurs, will still contain the orig-

inal burst length; therefore, downstream nodes may not know that the burst has been trun-

cated. If downstream nodes are unaware of a burst’s truncation, then it is possible that the

previously truncated tail segments will contend with other bursts, even though these tail

segments have already been dropped at a previous node. These contentions may result in

unnecessary packet loss.

If a tail-dropping policy is strictly maintained throughout the network, then the tail
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of the truncated burst will always have lower priority, and will never preempt segments of

any other burst. However for the case in which tail dropping is not strictly maintained,

some action must be taken to avoid unnecessary packet losses. A simple solution is to have

the truncating node generate and send out a trailing control message to indicate when the

truncated burst ends. In this policy, the offset between the trailer packet and the end of the

truncated burst is similar to the offset between the header and the start of the burst.

In a head-dropping policy, the head segments of the contending burst will be dropped.

A head-dropping policy will result in a greater likelihood that packets will arrive at their

destination out of order. Also, the control message of the contending burst would need

to be modified and delayed. The advantage of head-dropping is that it ensures that, once

a burst arrives at a node without encountering contention, then the burst is guaranteed to

complete its traversal of the node without preemption by later bursts.

In this chapter, we consider a modified tail-dropping policy when determining

which segment to drop. In this policy, the tail of the original burst is dropped only if the

number of segments in the tail is less than the total number of segments in the contending

burst. If the number of segments in the tail is greater than the number of segments in the

contending burst, then the entire contending burst is dropped. This approach reduces the

probability of a short burst preempting a longer burst and minimizes the number of packets

lost during contention.

There are a number of additional issues and challenges which arise when imple-

menting burst segmentation in practical systems:

1. Switching time: Since the system does not implement buffering or any other

delay mechanism, the switching time is a direct measure of the number of packets lost

during reconfiguring the switch due to contention. Hence, a slower switching time results
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in higher packet loss. While deciding which burst to segment, we consider the remaining

length of the original burst, taking the switching time into account. By including switching

time in burst length comparisons, we can achieve the optimal output burst lengths for a

given switching time.

2. Segment boundary detection: In the optical network, segment boundaries of the

burst are transparent to the intermediate nodes that switch the burst segments all-optically.

At the network edge nodes, the burst is received and processed electronically. Since the

burst is made up of many segments, the receiving node must be able to detect the start of

each segment and identify whether or not the segment is intact. If each segment consists

of an Ethernet frame, detection and synchronization can be performed using the preamble

field in the Ethernet frame header, while errors and incomplete frames can be detected by

using the CRC field in the Ethernet frame.

3. Trailer creation: The trailer has to be created electronically at the switch where

the contention is being resolved. The time to create the trailer can be included in the header

processing time, Æ, at each node.

3.3 Segmentation with Deflection

A basic extension of burst segmentation is to implement segmentation with deflection.

Rather than dropping segments of a burst, we can either deflect the entire burst or deflect

segments of the burst to an output port other than the intended output port. This approach is

referred to as deflection routing or hot-potato routing [26, 27, 28]. Implementing segmenta-

tion with deflection (Fig. 3.2) increases the probability of the burst reaching the destination

and hence improves the performance. One problem which may arise is that a burst may

encounter looping or may be deflected multiple times, thereby wasting network bandwidth.

In order to avoid these problems, when the hop-count of the burst reaches a threshold, the
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Figure 3.2: Segmentation with deflection policy for two contending bursts.

burst is dropped. This limitation on hop-count also ensures that the offset time maintains

a reasonable value. Also, deflection increases blocking probability in high load conditions

[30].

There could be one or many alternate deflection ports. The alternate deflection

port(s) could be allotted ahead of time using fixed port assignment policy or using the

second shortest path algorithm. A load balancing approach, which is based on the current

link utilizations, could also be used so that the burst is deflected to an under-utilized link.

In this chapter, we consider only one alternate deflection port, and choose the port which

results in the second shortest path to the destination.

Selection of which burst (or burst-segments) to deflect during contention could be

done in one of the following ways. Firstly, the burst with shorter remaining length (taking

switching time into account) could be deflected to the alternative port, or dropped if the

alternate port is busy (Fig. 3.2). Secondly, we could incorporate priorities into the burst, so

that in case of contention the lower priority burst is deflected or segmented based on the

underlying policy.

Now combining segmentation with deflection, we have two approaches for ordering
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the contention resolution policies, namely, segment-first and deflect-first. In the segment-

first policy, if the remaining length of the original burst is shorter than the contending burst,

then the original burst is segmented and its tail is deflected, otherwise the contending burst

is deflected. In case the alternate port is busy, the deflected part of the original burst is

dropped. In the deflect-first policy, in case of contention, the contending burst is deflected

if the alternate port is free. If the alternate port is busy and if the remaining length of the

original burst is shorter, then the original burst is segmented and its tail is dropped. If the

contending burst was found to be shorter, then the original burst is dropped. In this chapter,

we consider the segment-first policy.

An example of the segmentation-deflection scheme is shown in Fig. 3.2. Initially

when the header for burst a arrives at the switch, it is routed onto output port 1. Once the

header of the burst b arrives at the switch we have a contention. Since the offset time is

common to all the bursts, the header indicates when and where the bursts will contend. So

taking the switching time into consideration, and based on the segment-first policy, one of

the bursts is deflected (or segmented and deflected) to the alternate port if it is free and is

dropped otherwise. Here the remaining length of burst a is less than the length of burst b.

Hence burst a is segmented and its tail is deflected to the alternate port as a new burst. A

header is created for the deflected new burst and sent on the output 2 control channel. This

new header generation is done at the time the header of burst b is processed. A trailer is

created for the segmented burst a and is sent on the control channel of output 1. Packets

of the burst to be segmented are lost during the reconfiguration of the switch. Hence faster

switching time improves the performance. In the segmentation with deflection policy, the

processing time Æ (Fig. 1.2) at each node includes the time to create a header for the new

burst segment in case of contention. Hence the offset time is same as in the case of standard

optical burst switching.
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A possible side-effect of segmentation with deflection is that, when there is con-

tention, the shorter remaining burst will get segmented and will be deflected as a new burst.

Creating these new short bursts may lead to burst fragmentation. The newly created short

burst may contend with other bursts in the network, leading to additional fragmentation.

Fragmentation is not a major issue, as the policies for deflection and dropping tend take

care of the smaller burst. Every time a burst is segmented, the lengths of the two colliding

bursts are compared and the smaller of the contending burst or the remaining part of the

first burst is deflected or segmented respectively. Thus, the short, fragmented bursts will

have lower priority and will not significantly hinder other bursts.

Another issue when implementing segmentation and deflection is how to handle

long bursts which may span multiple nodes simultaneously. If a long burst passing through

two or more switches experiences contention from two or more different bursts at different

switches, then, based on the timing of these contentions, the contentions are resolved in the

following manner:

If an upstream node segments the burst first, then the downstream nodes are up-

dated by the trailer packet to eliminate unnecessary contentions. On the other hand, if the

contention occurs at the downstream node before the upstream node, and if the burst’s tail

is deflected at the downstream node, then the upstream contentions will not be affected.

If the downstream node drops the tail of the burst, then the upstream node will not know

about the truncation and will continue to transmit the tail. The downstream node may send

a control message to the upstream node in order to reduce unnecessary contentions with

the tail at the upstream node.
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3.4 Simulation Results

In order to evaluate the performance of the segmentation and deflection schemes, we de-

velop a simulation model. The following have been assumed to obtain the results:

� Burst arrivals to the network are Poisson with rate �.

� Burst length is exponentially distributed with rate �.

� Load is measured in Erlang.

� Transmission rate is 10 Gbps.

� Packet length is 1500 bytes.

� Switching time is 10 �s.

� There is no buffering or wavelength conversion at nodes.

� Each node handles both bypassing and locally generated or terminated bursts.

� Bursts are uniformly distributed over all sender-receiver pairs.

� Dijkstra shortest path routing algorithm is used to find the path between all node

pairs.

Figure 3.3 shows the 14-node NSFNET on which the simulation was implemented.

The distances shown are in km. We have compared four different policies for handling

contention in the OBS network, they are:

� Drop Policy (DP): Drop the entire contending burst.
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� Deflect and Drop Policy (DDP): Deflect the contending burst to the alternate port. If

the port is busy, drop the burst.

� Segment and Drop Policy (SDP): Segment-first policy without deflection.

� Segment, Deflect and Drop Policy (SDDP): Segment-first policy with deflection.

Figure 3.4 plots the total packet loss probability versus the load for the four different

contention resolution policies. An average burst length of 1/� = 100 ms is assumed. We

observe that SDP performs better than DP in all load conditions, and the two policies with

deflection namely, DDP and SDDP perform better than the corresponding policies without

deflection at low loads. Also, at low loads DDP performs better than SDDP since there is

no loss due to switching time in DDP; whereas, at high loads, SDDP is better than DDP.

A logical explanation would be that, in segmentation, on average only half of the packets

from one of the bursts are lost when contention occurs. Also, at low loads, there is a

greater amount of spare capacity, increasing the chance of successful deflection. At high

loads, deflection may add to the load, increasing the probability of contention, and thereby

increasing loss.

Figure 3.5 shows the packet-loss performance at very high loads. SDDP performs

the best when the load is under 50 Erlang, after which SDP performs better. DDP is good

only at low loads, while at very high loads DP fares better than DDP. We observe that, at

very high loads, policies without deflection perform better then the policies with deflection.

This is because deflection increases the effective arrival rate within the network, which may

lead to more contentions.

Figure 3.6 shows the average number of hops versus load. For the deflection poli-

cies, the number of deflections increase as the load increases, resulting in increasing aver-

age hop distance at low loads. As the load increases further, those bursts which are further
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from their destination will experience more contention than those bursts which are close to

their destination. Thus, bursts with higher average hop count are less likely to reach their

intended destination, and the average hop distance will decrease as load increases.

Figure 3.7 shows the simulation results of the average output burst size versus the

load for SDP and SDDP. The output burst size is measured over both dropped and success-

fully received bursts. Initially, the burst size decreases with increasing load, as there are

more segmentations with the increasing number of contentions. As the load increases fur-

ther, the segmented bursts encounter more contentions, and because the segmented bursts

have smaller size (lower priority), they are dropped. The values for DP and DDP are con-

stant for different values of load as the size of the burst is never altered.

The packet loss probability versus load for different values of switching time is

shown in Fig. 3.8. As the switching time increases, the performance of SDDP decreases

as a greater number of packets are lost during the re-configuration of the switch. On the
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other hand, DDP is not affected by the switching time and is almost constant. At low

switching times, the results show that SDDP is better than the standard DDP. While at

higher switching times, the standard DDP is better than the new SDDP because of the loss

of packets during the switching time.
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The simulation results of different contention resolution policies for a 15-node net-

work Fig. 3.9, gives similar results.

3.5 Conclusion

In this chapter, we introduced the concept of burst segmentation for contention resolution

in optical burst switched networks, and we investigated a number of different policies with

and without segmentation and deflection. The segmentation policies perform better than

the standard dropping policy, and offer the best performance at high loads. The policies
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which incorporate deflection tend to perform better at low loads.



CHAPTER 4

PRIORITIZED ROUTING AND BURST SEGMENTATION FOR QUALITY OF

SERVICE IN OPTICAL BURST-SWITCHED NETWORKS

4.1 Introduction

In this chapter, we will refer to the burst which arrives to the switch first as the original

burst, and the burst which arrives to the switch later as the contending burst. One ap-

proach to resolving contention is to use deflection routing, in which the contending burst is

sent to an alternate output port. Prioritized routing is an approach in which the choice of

packet/burst to deflect is made based on priority [32].

Another important issue in optical burst-switched networks is how to provide dif-

ferentiated service in order to support the various quality of service (QoS) requirements

of different applications. In [31], an offset scheme was proposed for isolating classes of

bursts, such that low-priority bursts do not cause contention losses for high-priority bursts;

fixed and variable fiber delay line buffers were also utilized to further reduce blocking.

In this chapter, we will combine burst segmentation with prioritized deflection rout-

ing in order to offer differentiated services at the optical layer. We will assume that there

are two priority classes, and that a high-priority burst is one which has low delay and loss

tolerance while a low-priority burst has higher level of delay and loss tolerance.

28
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4.2 Burst Segmentation And Deflection

To overcome some of the limitations of optical burst switching, burst segmentation can be

used to minimize packet loss during contention. When contention occurs, a burst is divided

into multiple segments, and only those packets of a given burst which overlap with seg-

ments of another burst will be dropped. If switching time is non-negligible, then additional

packets may be lost when the output port is switched from one burst to another. Segmen-

tation is used primarily to minimize loss of high priority bursts. There are two approaches

for segmenting a burst when contention occurs. The first approach is to segment the tail of

the original burst, and the second approach is to segment the head of the contending burst.

A significant advantage of segmenting the tail of bursts rather than segmenting the head is

that there is a better chance of in-sequence delivery of packets at the destination, assuming

that dropped packets are retransmitted at a later time. In this chapter, we will assume that

the tail of the original burst will be segmented when segmentation takes place (Fig. 3.1).

When a burst is segmented, its control message is updated accordingly. For the case in

which segmentation occurs in the middle of a packet, the fractional packet is lost.

Burst segmentation can also be implemented with deflection. Rather than dropping

the tail segment of the original burst, we can either deflect the entire contending burst,

or we can deflect only the tail segment of the original burst. Implementing segmentation

with deflection increases the probability that a burst’s packets will reach the destination,

and hence improves performance. At each node, one or more alternate deflection ports

can be specified for each destination. The order in which the alternate deflection ports are

attempted is determined by a shortest-path policy.

The QoS scheme is implemented by selectively choosing which burst (original or

contending) to segment or deflect during contention. We define the following policies for

handling contention between two bursts:
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� Segment First and Deflect Policy (SFDP): The contending burst wins the contention.

The original burst is segmented, and its segmented tail may be deflected if an alter-

nate port is free, otherwise the tail is dropped.

� Deflect First and Drop Policy (DFDP): The contending burst is deflected to an al-

ternate port, if no alternate port is free the contending burst is dropped.

� Deflect First, Segment and Drop Policy (DFSDP): The contending burst is deflected

to a free port if available, otherwise the original burst is segmented and its tail is

dropped, while the contending burst is transmitted.

These approaches minimize the loss probability of a high priority burst during contention.

The Deflect First and Drop Policy (DFDP) is a greedy approach, which performs better

than SFDP at low loads, while at high loads it is out performed by SFDP.

The decision of which of these three policies to implement when a contention oc-

curs is based on the priorities of the two bursts involved, as well as the lengths of the bursts,

as shown in Table 1.

The rows of Table 1 show the various contention situations in a two priority net-

work. Longer Remaining Burst indicates which of the two contending burst has a greater

number of packets remaining to be transmitted from the point of contention. If all else is

equal, the burst with fewer remaining packets will be given slightly lower priority in order

to minimize the number of packets lost or deflected.
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Table 4.1: QoS policies for various contention situations.

Condition Original Burst Contending Burst Longer Remaining Scheme 1 Scheme 2
Priority. Priority. Burst

1 High High Contending DFSDP SFDP
2 High Low Contending DFDP DFDP
3 Low High Contending SFDP SFDP
4 Low Low Contending DFSDP SFDP
5 High High Original DFDP DFDP
6 High Low Original DFDP DFDP
7 Low High Original SFDP SFDP
8 Low Low Original DFDP DFDP

To better understand the table, let us consider Condition 2 [Fig. 4.2]. The original

burst has high priority while the contending burst has low priority, and the contending

burst is longer than the original burst. This contention is resolved by DFDP, where we

first attempt to deflect the low-priority burst, and then drop the low-priority burst if no

deflection ports are available. On the other hand, in Condition 7 [Fig. 4.4], a high-priority

contending burst contends with a low-priority original burst, and the number of packets in

the high-priority burst is less than the number of packets in the tail of the low-priority burst.

In this case, we segment the tail of the low-priority burst and attempt to deflect the tail if a

deflection port is available; otherwise, the tail is dropped (SFDP).
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We define two different QoS schemes that differ in the handling of Conditions 1

and 4, [Fig. 4.1, 4.3] i.e., when the contention is between two bursts of the same priority,

and the contending burst is longer than the original burst. Scheme 1 will first attempt to

deflect the contending burst, and will segment the original burst only if no deflection port

is available (DFSDP). Scheme 2 will always segment and attempt to deflect the tail of the

original burst (SFDP).

4.3 Simulation Results

In order to evaluate the performance of the segmentation and deflection schemes, we de-

velop a simulation model. The following have been assumed to obtain the results:

� Burst arrivals to the network are Poisson with rate �.

� Burst length is exponentially distributed with average burst length of 1/� = 100 ms.

� Load is measured in Erlang.

� Transmission rate is 10 Gbps.

� Packet length is 1500 bytes.

� Switching time is 10 �s.

� There is no buffering or wavelength conversion at nodes.

� Each node handles both bypassing and locally generated or terminated bursts.

� Bursts are uniformly distributed over all sender-receiver pairs.

� Dijkstra shortest path routing algorithm is used to find the path between all node

pairs.
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Figure 3.3 shows the 14-node NSFNET on which the simulation was implemented.

The distances shown are in km. Figures 4.5 and 4.6 plot the packet loss probability versus

load for high-priority (priority 0) and low-priority (priority 1) packets, using Scheme 1 and

Scheme 2 respectively. Each shows packet losses for the case in which there is an equal

amount of high-priority and low-priority traffic, and the case in which 20% of the traffic

is high priority and 80% of the traffic is low priority. We observe that the loss of high-

priority packets are lower than that for low priority packets. We also observe that Scheme

1 performs better than Scheme 2 at these loads; thus, at low loads, it is better to attempt

deflection before segmentation when two bursts are of equal priority.

Figure 4.7 plots total packet loss probability versus load for different number of

alternate deflection ports with 20% of high-priority and 80% of low-priority traffic. We

observe that there is a significant improvement when we use two alternate deflection ports

instead of one alternate ports, while there is less improvement from two to four alternate

deflection ports. This result is due to the low nodal degree of NSFNET (Figure 3.3) and

may differ for other networks.

Figure 4.8 plots total delay versus load with 20% of high-priority and 80% of low-

priority traffic for the two QoS schemes. Scheme 2 has lower delays compared to Scheme

1, as Scheme 2 follows the segment-first approach rather than the deflect-first approach.

The delay for high-priority bursts remains in a consistent range, while the low-priority

bursts have higher delay due to multiple deflections. At very high load, bursts which are

farther from their destination are less likely to reach their destination compared to those

bursts which are close to their destination; thus, the average delay will eventually decrease

as load increases.
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4.4 Conclusion

In this chapter, we apply the concepts of burst segmentation and priority-based deflection

routing algorithms to provide differentiated services in optical burst-switched networks.

The high-priority bursts have significantly lower losses and delay then the low-priority

bursts, and the policies which incorporate deflection tend to perform better than the policies

with limited deflection or no deflection.



CHAPTER 5

CONCLUSION

Optical burst switches are the engines for the high-speed Internet transport on optical net-

works. Optical burst switching combines the advantages of packet switching and circuit

switching in a single network. Data and control information are sent through different

wavelength channels in a WDM system. When bursts and headers are sent separately on

different channels, new protocols are necessary to avoid burst loss. We looked into differ-

ent switching techniques, examined the optical burst switched network architecture and the

different reservation policies.

We also looked into the prior art of contention resolution. We described the policies

like optical buffering, wavelength conversion, and deflection routing (or hot-potato routing)

to resolve contention.

In Chapter 3, we introduced the concept of burst segmentation for contention reso-

lution in optical burst switched networks, and we investigated a number of different policies

with and without segmentation and deflection. The segmentation policies perform better

than the standard dropping policy, and offer the best performance at high loads. The poli-

cies which incorporate deflection tend to perform better at low loads, while deflection is

not as effective at high loads.

In Chapter 4, we apply the concepts of burst segmentation and priority-based de-

38



39

flection routing algorithms to provide differentiated services in optical burst-switched net-

works. The high-priority bursts have significantly lower losses and delay then the low-

priority bursts, and the policies which incorporate deflection tend to perform better than

the policies with limited deflection or no deflection.

Areas for future work include developing an analytical model for an OBS networks

with burst segmentation. Introducing the wavelength dimension and buffering into the

simulation model will provide more options for contention resolution. The creation of the

burst, i.e., burst aggregation, at the ingress routers is an interesting area of future work,

wherein we can vary parameters like the burst length, base on a threshold or the burst

aggregation time, base on a timeout, to shape the traffic into the network. Dynamic load

balanced routing will be a welcome addition to the new policies.

To effectively evaluate the quality of service offered by various priority policies,

a retransmission scheme for dropped packets could be implemented in order to measure

end-to-end delay. A reasonable approach would be to implement a TCP layer on top of the

optical burst switched layer. In such an implementation, it would also be useful to evaluate

how TCP layer congestion control schemes react to and interact with various contention

resolution schemes.
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