Midterm Friday:

You’ll get back your section-summaries.

In addition, you can prepare a 5-page cheat sheet.

Your cheat sheet must be WRITTEN or TYPED by you.

[Display Example 9 on page 32.]

Stewart’s proof is a little on the talky-helpful side; he wants you to follow, at every stage, both the logic of the proof and the meta-logic used in designing the proof (two very different things).  Under exam conditions, you don’t need to explain your metalogic.  Here’s an acceptable exam version: 

“Given ( > 0, we want ( > 0 such that 0 < |x ( 3| < ( implies |(4x(5) ( 7| < (.  

Since |(4x(5) ( 7| < ( ( |4x(12| = 4|x(3| < ( ( |x(3| < (/4,

it’s enough to take ( = (/4.”

If you write less than this, you may lose a point or two, but if you derive ( = (/4 in a valid way, you’ll get most of the points, regardless of whether it’s a well-written proof.

[Mention ( and upside-down (]

Section 3.1: Exponential functions

[Collect section notes; hand out practice exam solutions.]

Exponential functions:

We know how to define 2 to the power of n for any integer n.

We even know how to define 2 to the power of a fraction:

2p/q is the qth root of 2p, or the pth power of the qth root of 2.

But how can we define 2 to the power of (?  (Recall that (, like sqrt(2), is an irrational number: there do not exist whole numbers p,q such that ( = p/q.) …
Answer: Approximate ( by the rational numbers 3, 3.1, 3.14, ...; the numbers 23, 23.1, 23.14, ... will get ever-closer to some real number which we can define to be 2(.

Specifically, one can show that there exists a unique real number L with the property that, for every ( > 0 there exists a ( > 0 such that if p/q is a rational number that differs from ( by less than (, the number 2p/q differs from L by less than (.  We call this number 2(.

Using this method, we can define 2x for every real number x: “2x is the number that 2p/q gets closer and closer to as p/q gets closer and closer to x.”

More generally, for any positive number a, we can define 

ax as the number that ap/q gets closer and closer to as p/q gets closer and closer to x.  (And this number ax is always positive, for a > 0.)

Stewart summarizes this by writing

as = limr(s ar    r rational

But in writing this Stewart is actually not using the definition of limits given on page 25!
What is the domain of “as = limr(s ar    r rational”?

..?..

..?..

The rational numbers.

Why is that a problem for Stewart’s definition of limits?

..?..

..?..
Stewart’s definition of limits requires that f(x) be defined for all real numbers x in some open interval containing a.  But the function


  (ap/q 

if x is rational with x = p/q
f(x) = (


  (undefined
otherwise

is not defined throughout an open interval containing (, or containing 0, or indeed containing any real number at all (because every open interval, no matter how short, contains irrational numbers).

But we’ve already seen Stewart extend his original limit-concept to include one-sided limits, so it’s not too tough to imagine extending this further, to functions whose domain doesn’t contain any open interval but does contain values that get as close to a as you like.  This is the notion of limits that one needs to make sense of Stewart’s definition of general exponentiation.

The usual algebraic rules of exponentiation still apply to our generalized notion of exponentiation (see Theorem 2 on page 147).

One important feature of generalized exponentiation is:
For any real number r, positive or negative, the function xr is a continuous function of x > 0.

Here is a graph of x( for x > 0:
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Also:

For any positive real number a, the function ax is a continuous function of x.

Here is a graph of ( x:
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Limit law: Let a be a positive real number.  Then limx(( ax is …

..?.. 

..?..

( if a > 1, 1 if a = 1, and 0 if a < 1.

Calculator time:

[Put on board] What is limx(0+ (1+x)1/.001?

..?.. 

..?..

It appears to be (and in fact is) 1.

[Put on board] What is limx(0+ (1+.001)1/x ?

..?.. 

..?..

It appears to be (and in fact is) (.

[Put on board] What is limx(0+ (1+x)1/x? …

..?.. 

..?..

Not obvious!  There’s a tug of war going on between the x in the base and the 1/x in the exponent.

Even though (1+x)1/x isn’t defined at x = 0, the function f(x) = (1+x)1/x is a nice continuous function of x for all other x in (–1,(), and appears to have a two-sided limit as x approaches 0: 
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Note the vertical intercept at around 2.7.

It turns out that 

limx(0 (1+x)1/x
is an important real number called e, approximately equal to 2.718.

The number e turns out to be the most useful base (more useful than 2 or 10, the other common choices) for many scientific purposes.

Why?  For one thing, we’ll see later that there’s a very easy way to define ex for every real number x:

ex = limn(( (1+x/n)n.

(Or if you prefer two-sided limits, you can define ex as lims(0 (1+sx)1/s.)

For another thing, the function ex turns out to be its own derivative: d/dx (ex) = ex.  (But we’re getting ahead of ourselves.)

Sometimes people write ex as “exp(x)”.

What is limn(( (1–1/n)n?

..?.. 

..?..

e–1 = 1/e.

Proof #1: Put x = –1 in ex = limn(( (1+x/n)n.

Proof #2: Next time.
What is the domain of ex?

..?.. 

..?..

R.

What is the range of ex?

..?.. 

..?..

(0,().  (See Theorem 3.1.2 on page 147 of Stewart.)

