[Collect notes on 4.7; collect homework; hand out practice exam; hand out time sheets for HW #12]

Please bring your ID with you on Wednesday, so that you can fill out the ID # on the test!

Also note that you do NOT get to keep the question-sheets for the test; you must return them to me along with the scoring-sheets.

For Thursday, do the true-false questions for chapter 4, plus the following additional true-false question: 
Does there exist a twice-differentiable function f on R
satisfying f (x) < 0 and f (((x) > 0 for all x?
Section 4.7: Antiderivatives (continued)
Recall: A function F is called an antiderivative of f on the set S if F((x) = f(x) for all x in S (except possibly at endpoints of S).

What is an antiderivative of x1/3 on (–(,()? …

..?..

..?..

(3/4) x4/3, or (3/4) x4/3 + C for any C.

What is an antiderivative of x –2/3 on (–(,()? …

..?..

..?..

Really?

..?..

..?..

x –2/3 is NOT DEFINED at x=0, and 3x1/3 is NOT DIFFERENTIABLE at x=0.

We need to restrict to the set S = {x : x ( 0}.

The most general antiderivative of f(x) = x –2/3 on the set S = {x : x ( 0} is …

..?..

..?..

Are functions of the form 3x1/3 + C the only antiderivatives of x –2/3 on {x : x ( 0}? …

..?..

..?..

Let’s try to repeat the argument we gave before (in the case of 3x2):

“If F((x) = x –2/3 for all x ( 0, then (d/dx) (F(x) – 3x1/3) = 0 for all x ( 0, so F(x) – 3x1/3 is constant.”

Where’s the flaw here? …

..?..

..?..

What theorem are we implicitly citing?

..?..

..?..

What are the hypotheses that we need to check in order to be able to legitimately apply the theorem?

..?..

..?..

Theorem 5 of section 4.2 is about intervals, and the set S = {x : x ( 0} is not an interval!

Can a function on {x : x ( 0} have derivative 0 throughout {x : x ( 0} but not be constant? …

..?..

..?..

Sure; the Heaviside function is an example.

More generally, any function of the form



{A


for x < 0

(*)

{whatever
at x = 0



{B


for x > 0

will have derivative 0 throughout {x : x ( 0}.

Using Theorem 5 of section 4.2, one can show that functions of the form (*) are the only functions that have derivative 0 throughout {x : x ( 0}.  

Proving this requires that we write {x : x ( 0} as the union of the intervals (–(,0) and (0,() and applying Theorem 5 to each interval separately.

Now go back to the problem of finding the general antiderivative of x –2/3 on {x : x ( 0}.

Here’s the correct argument:

“If F((x) = x –2/3 for all x in (–(,0) ( (0,(), 

then (d/dx) (F(x) – 3x1/3) = 0 for all x in (–(,0) ( (0,(), 

so F(x) – 3x1/3 is constant on (–(,0) and on (0,().”

That is, we must have



{3 x1/3 + A
for x < 0

F(x)  =
{whatever
at x = 0



{3 x1/3 + B
for x > 0

for two independent constants A and B (where “whatever” includes the possibility that F(0) is undefined).

In choosing a “standard” antiderivative, it’s natural to put 

A = B and to take F(0) = A in this case, since that makes F(x) continuous at x = 0.  (In fact, it’s natural to put A = B = F(0) = 0, since that makes F(x) an odd function.  You’ll see in the homework that when an even function on R has an antiderivative, it has one that is an odd function.  In fact, it has exactly one such antiderivative.)

The most general antiderivative of f(x) = 1/x on the set S = {x : x ( 0} is …

..?..

..?..



{ln (–x) + A
for x < 0

F(x)    =
{whatever
for x = 0



{ln (x) + B
for x > 0

for two independent constants A and B.

In this case, we can’t appeal to continuity to argue that we “should” take A = B when picking a “standard” antiderivative.  However, since f(x) is an odd function, it makes sense to choose F(x) to be an even function, i.e., to choose A = B, so that F(x) = ln |x| + C for all x ( 0, for a single constant C.  The standard choice is C = 0.

More generally, if the domain of f (call it D) consists of several different pieces (sub-intervals), you could have a different additive constant on each of the subintervals.  In particular, if D is {x : x ( 0}, the general antiderivative of f(x) is not of the form F0(x) + C for a single, specific antiderivative F0(x) and a single arbitrary constant C but rather of the form



{F0(x) + A
for x < 0

F(x)    =
{whatever
for x = 0



{F0(x) + B
for x > 0

Usually, if f(x) is periodic, we choose an antiderivative F(x) that is periodic too (or periodic-plus-a-linear-function): the standard choice of antiderivative for sec2 x  + 1 would be tan x  + x.

Question: A teacher asked her student to find an antiderivative of tan x, and the student wrote “–ln (cos x)” and verified that (d/dx) (–ln (cos x)) = (–1/(cos x)) (–sin x) = sin x / cos x = tan x; why did the teacher give the student only half-credit for the answer?

..?..

..?..

What are the domains of these two functions? …

..?..

..?..

The domain of tan x is the union of the intervals 

…, (–5(/2, –3(/2), (–3(/2, –(/2), (–(/2, (/2), 

((/2, 3(/2), (3(/2, 5(/2), …

while the domain of –ln (cos x) is the union of just

…, (–5(/2, –3(/2), (–(/2, (/2), (3(/2, 5(/2), …

It’s true that the derivative of  –ln (cos x) is tan x at every point in the domain of –ln (cos x), but in order for the function –ln (cos x) to be considered a true antiderivative of the function tan x, we’d need the derivative of  –ln (cos x) to be tan x at every point in the domain of tan x.

The correct answer is –ln |cos x|, i.e.,



{–ln (cos x) 
if cos x > 0,

F(x)   =
{

    
{–ln (cos –x) 
if cos x < 0:
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Since the student’s answer was only the first part, the student got half-credit.

What is the antiderivative of f(x) = |x| on R? …

..?..

..?..

Piecewise approach:

Since f(x) = x for x > 0 we must have F(x) = (1/2)x2 + A for x > 0 for some constant A.

Since f(x) = –x for x < 0 we must have F(x) =  –(1/2)x2 + B
for x < 0 some constant B.

Since we need F(x) to be continuous at x=0 (otherwise F(x) doesn’t stand a chance of being differentiable at 0), we need to have limx(0– F(x) = F(0) = limx(0+ F(x), i.e. we need to have 

limx(0– –(1/2)x2+B = F(0) = limx(0+ (1/2)x2+A, so 

B = F(0) = A.  So the general antiderivative of f(x) = |x| is



{(1/2)x2 + C

if x > 0

F(x)   =
{C



if x = 0



{–(1/2)x2 + C

if x < 0

which we can also write compactly as …

..?..

..?..

F(x) = (1/2) x |x| + C.

To finish, we need to check that F((x) = |x|.  This is easy to do for x > 0, since in that case 

F((x) = (d/dx) x2/2 = x = |x|; 

and it’s easy to do for x < 0, since in that case 

F((x) = (d/dx) –x2/2 = –x = |x|.

That leaves the boundary case F((0).  We can’t evaluate it with the above method (which requires that x belong to (0,() or (–(,0)), and we also can’t use the product rule to differentiate x |x|, since |x| isn’t differentiable at 0.

What can we do?

..?..

..?..

Go back to the definition of the derivative!

F((0) = limx(0 (F(x) – F(0))/(x – 0) = limx(0 (x|x|/2)/x = limx(0 |x|/2 = 0.

This concludes our verification that (1/2) x |x| + C is an antiderivative of |x| on R.)

Are there other antiderivatives of |x| on R that are not of this form?
..?..

..?..

No, because we saw last time that if two functions have the same derivative on all of R, they differ by a constant.

(It’s only when you start looking at functions whose domain omits some points of R that things start to get more complicated.) 
Here’s a graph of the function f(x) = x|x|:
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What is the antiderivative of the Heaviside function


{0 if x < 0

f(x)   =
{



{1 if x ( 0

on R? ...

..?..

..?..

Piecewise approach:

(a) Since f(x) = 0 for all x in the interval (–(,0), we must have F(x) = A for all x in the interval (–(,0), where A is some constant.  But since F is differentiable (with derivative f), F must be continuous, so we must have F(0) = limx(0– F(x) = A as well.

(b) Since f(x) = 1 for all x in the interval (0,(), we must have F(x) = x+B for all x in the interval (0,(), where B is some constant.  But (as in (a)) this implies F(0) = B.  So A=B.  Call this constant C.

(c) We now have F(x) = C for x(0 and F(x) = x+C for x(0 (the following picture shows what this function looks like for the specific case C=0). 
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So this is the antiderivative of the Heaviside function.

Or is it?

..?..

..?..

We forgot to check that F((x) = f(x) at x = 0.

Do we have F((0) = f(0)?

..?..

..?..

No!

If the picture isn’t convincing, let’s go back to the definition of the derivative as a (two-sided limit): 

we have

limx(0– [F(x)–F(0)]/[x–0] = 0

whereas


limx(0+ [F(x)–F(0)]/[x–0] = 1

which implies that the two-sided limit


limx(0 [F(x)–F(0)]/[x–0]

does not exist, so F is not differentiable at 0, and hence cannot be an antiderivative of f on R.

The function 

F(x)   =
{0
for x < 0, 

{x
for x > 0

(shown on the previous page) is an antiderivative of the Heaviside function on {x : x ( 0}, and this often is relevant in engineering applications.

But our analysis shows that the Heaviside function H(x) doesn’t have an antiderivative on R.

